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Abstract

To capture the global structure of a dynamical system we reformulate dynam-
ics in terms of appropriately constructed topologies, which we call flow topologies;
we call this process topologization. This yields a description of a semi-flow in terms
of a bi-topological space, with the first topology corresponding to the (phase) space
and the second to the flow topology. A study of topology is facilitated through
discretization, i.e. defining and examining appropriate finite sub-structures. Topol-
ogizing the dynamics provides an elegant solution to their discretization by dis-
cretizing the associated flow topologies. We introduce Morse pre-orders, an instance
of a more general bi-topological discretization, which synthesize the space and
flow topologies, and encode the directionality of dynamics. We describe how
Morse pre-orders can be augmented with appropriate (co)homological informa-
tion in order to describe invariance of the dynamics; this ensemble provides an
algebraization of the semi-flow. An illustration of the main ingredients is provided
by an application to the theory of discrete parabolic flows. Algebraization yields a
new invariant for positive braids in terms of a bi-graded differential module which
contains Morse theoretic information of parabolic flows.
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CHAPTER 1

Prelude

We introduce the point of view that dynamics can be studied as a topology.
Thus an analysis of a dynamical system results in an analysis of two topologies
(i.e. a bi-toplogical space): the first topology corresponds to the (phase) space,
and the second to the dynamics. Topology and associated algebraic invariants
have long played a prolific role in the theory of dynamical systems [12, 53, 56, 61].
Loosely stated, a dynamical system engenders topological data, both local (e.g.
fixed points) and global (e.g. attractors) and the directionality of the dynamics or-
ganizes the data. The topological data have associated algebraic invariants which
may further codify the relationship between local and global and often recover
the invariance of the dynamics, i.e. provide information about the existence and
structure of the invariant sets.

1.1. Topologization and discretization

The novelty of our approach — and the first theme of this text — is to formalize
the dynamical system itself as a topology, and capture both topology and dynam-
ics in the formalism of bi-topological spaces, i.e. a topologization of the dynamical
system. Recall that a semi-flow on a topological space (X, 7)' is a continuous map
¢: R x X — X such that

(i) ¢(0,z) = x forall z € X, and
(i) ¢(t, o(s,z)) = @(t+s,z) forall s,t e RT and x € X.

For a semi-flow ¢ the backward image is denoted by ¢(—¢,x), t > 0 and is defined
as p(—t,z) == {z’ € X | p(t,z) = 2’}. One way to regard a topological space is
via a closure operator on the algebra of subsets of X, cf. Sect. 2.1. Using this point
of view, a map ¢ as defined above yields a natural closure operator on X through
backward or forward images. If we disregard the continuity of ¢ in (X, 7) this de-
fines Alexandrov topologies on X which are denoted by .7~ and .7 * respectively,
cf. Sect. 3.1. The topologies .7~ and .7+ record directionality of the flow, but dis-
card the sense of time and invariance. They are also independent of the continuity
properties of . We therefore define a topology which allows one to incorporate
the continuity of ¢ in (X, .7) and which is more suited for capturing the important
characteristics of dynamics such as invariance. We will refer to this topology as the

A topology on X is denoted by 7.
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(derived) block-flow topology denoted by 7., cf. Sect. 3.1.2.2 The topologies .7 and
J.~ comprise the bi-topological space (X, .7, Z,”) which becomes our model for
a semi-flow . Sets that are closed in (X, .7) and open (X, .7,~), so called pairwise
clopen sets, are closed attracting blocks for ¢, cf. Thm. 3.8. Of course the block-flow
topology .7, discards some information about . However, we can define suitable
(co)homology theories on (X, .7, .Z7,”) which allow one to describe fundamental
invariant structures of the dynamics, cf. Sect. 4.

The second theme of this paper concerns discretization of both topology and
dynamics. The last few decades have seen ever more sophisticated uses of discrete
approximation in order to explore global dynamical features [3, 10, 13, 39, 40, 41,

|; these techniques are largely based on Conley theory, a topological generaliza-
tion of Morse theory [12]. As before, we describe topology in terms of a closure
algebra, which provides a powerful formalism for discretization and extends these
techniques. Moreover, as we encode a semi-flow ¢ as a topology, topological dis-
cretization also provides a means of discretizing . If we describe a topological
space via a closure algebra (Set(X),cl), then discretization may be regarded as
determining a finite sub-algebra in the category of closure algebras, cf. Sect. 2.1.
A finite closure algebra may be represented by (Set(¥X), cl), where ¥ is a finite set,
and is equivalently described by a finite pre-order (¥, <), called the specialization
pre-order of the associated Alexandrov topology on X. Duality of the latter pre-
order defines a continuous map

disc: X — X,

which is called the discretization map and provides a discretization of (X, .7) by a
finite topological space (X, <), cf. Eqn. (2.12). The elements of X are denoted by

HA A S
ennnnnilcs A s
it Kk

FIGURE 1.1. A discretization of (X,.7) with the associated face partial
order < [left 1 and 2]. Example of a semi-flow ¢ on X and pre-order <,
which is a discretization of the block-flow topology .7,~ [right 3 and 4].

¢ and are called cells in X. The closure algebra for a bi-topological space such as
(X,7,9,) is given by (Set(X ), cl, Cl:) and by considering finite sub-structures

2As we have cast dynamics as topology, it is worthwhile to ask the question: what can dynamical
systems theory say about topology? Section 4.2 may be regarded as steps in this direction.

3The topologies .7 and J.~ are in general related while the topologies .7 and 7 ~, 7 are in-
dependently defined. The block-flow topology is not Alexandrov in general. An explanation of the
notation of the various flow topologies we use is given in Sect.’s 3.1.2 and 6.1.1.
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we obtain discretization maps disc: X — X that are continuous with respect to
two finite topologies (X,<) and (¥X,<_). That is, for the bi-topological space
(X,7,7,) a discretization is a finite bi-topological space (¥, <, <. ) with con-
tinuous discretization map disc: (X, 7, 7,7) — (¥, <, <_); this procedure is de-
scribed for general bi-topological spaces in Sect. 2.5. Fig. 1.1 illustrates discretiza-
tion of (X, .7, 7, ) via two compatible pre-orders on a finite topological space ¥.

Attracting blocks, cf. Eqn. (3.3), play a central role in the study of the gradient-
like and recurrent dynamics of a semi-flow ¢. As earlier noted, the pairwise clopen
sets in (X, .7, 7,”) comprise the closed attracting blocks for ¢. We can describe
such sets in terms of a discretization which synthesizes both topologies. A Morse
pre-order, cf. Defn. 3.18, is a pre-order (X, <') such that both discretization maps
disc: (X, .7) — (¥,<') and disc: (X, 7,7) — (X, >T) are continuous; Morse pre-
orders are particular instances of antagonistic pre-orders, which are defined purely
in terms of bi-topological spaces, cf. Defn. 2.18. Closed sets in (¥, <') correspond
to closed attracting blocks for ¢, cf. Fig. 1.2[right].

The lattice O(¥, <) of closed sets in (¥, <') can be represented by the down-
sets of a finite poset (SC, <), cf. Eqn. (2.18), Fig. 1.2[left]. The map dyn: (¥, <) -
(SC, <) is defined as the dual of O(¥, <) ~ O(SC, <) — Set(¥X), cf. Eqn.’s (2.15)-
(2.17).* Depending on the topology on ¥ the map dyn is order-preserving, or order-
reversing’ as is displayed in the following diagram:

(%, <)
y idJ{ dyn
S dise Ty d
(1.1) (X, 7,97) (¥,<") ———— (SC,<)
Toeodise T4 T
disc idi ///’/dyn
(X, <)

The composition X dise, ¥ 0, 5C yields the Ty-discretization tile: X — SC,
cf. App. C.1; in particular, tile: (X, 7)) — (SC, <) and tile: (X, J,") — (SC, =) are
continuous. The discretization tile defines a Morse tessellation with locally closed
tiles T = tile 'S, S € SC, i.e. the sets T form a tessellation of X such that lT is
closed and ¢(t,z) € int | T for every = € T and for all tiles 7', cf. Defn. 3.21 and
[44, Defn. 8]. Fig. 1.2[right] illustrates how a Morse tessellation is obtained from
a Morse pre-order. Conversely, if (T, <) is a Morse tessellation we obtain a Morse
pre-order by defining (T, <) to be a Morse pre-order, and thus a discretization
of (X,.7,9,7), cf. Sect. 3.3.1. For Boolean discretizations, i.e. discretizations for

“This map is christened dyn as it may be regarded as a grading by the dynamics. Combining
(2.16) and (2.18) provides a formula for dyn, q.v. Thm. 3.29 and Eqn. (3.19).

5The dashed arrows in Figure 1.1 indicated order-reversing maps. We use this notation through-
out the paper.
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FIGURE 1.2. The antagonistic coarsening of < and <, in Fig. 1.1 makes
a Morse pre-order <' [left], with SC depicted as the outlined sets. The
realization yields a Morse tessellation (T, <) [right].

which the closure operators for (X, 7) and (¥, <) commute,® cf. Defn. 2.9, we can
exploit the fact that sets in O(¥, <') correspond to regular closed sets, cf. Thm.
3.23. In this case we can define a pre-order <" on the top cells’ ¢7 € ¥ such
that O(X",<7) = O(¥, <"). Such a pre-order (X', <7) is called a condensed Morse
pre-order and drastically reduces the amount of data to analyze, cf. Sect.’s 3.4 and
5.4.1.% Condensed Morse pre-order do not lose information about the initial Morse
pre-order and associated Morse tessellation. The map U’ — cl U', with U €
O(X'",<T), defines an injective lattice homomorphism cl: O(¥", <T) — 0(¥, <),
whose image O(¥, <) is the lattice of down-sets of the Morse pre-order, and yields
the factorization:

OX", <N +——— 0¥, <N — O(¥,<) —— Set(¥)

I1e

)
0(SC, <)
cf. Thm. 3.28. The discretization dyn: (¥, <) — (SC, <) is the map that allows us
to alternate between Morse pre-orders and condensed Morse pre-orders , cf. Sect.
3.4, and is dual to the injection cl: O(X', <) — O(X,<). A formula for dyn is
given in Theorem 3.29. In summary, (¥, <') is the relevant topology that contains
the information about closed attracting blocks. A discrete resolution (X",<Nisa
coarser data structure than (¥, <) and which yields the same down-sets, cf. Fig.
1.3. The Morse pre-order can be retrieved from the condensed Morse pre-order ,

cf. Thm. 3.19. In Sections 5.1 and 5.3 we exploit this principle in the application to
parabolic systems.

6For example, CW-decompositions.

7Top cells are elements in (¥, <) that are maximal with respect to <.

8In the application to parabolic systems in Section 5.4 one may achieve a data reduction of orders
of magnitude using discrete resolutions, e.g. for a cubical CW-decomposition of a d-cube we have

44 < |XT))|¥| < 2.



[ef{el{e]
L o
G G

FIGURE 1.3. An associated discrete resolution <' on the top-cells X of
CW-decomposition in Fig. 1.1 [left] and the poset SC of its partial equiv-
alence classes [right], which is order-isomorphic to the poset (T, <).

1.2. Algebraization

The above constructions have reduced dynamics to a (continuous) discretiza-
tion tile: X — SC of the space X. A discretization as such captures robust di-
rectionality properties of a flow. However, information about invariant sets is
lost. The third theme in this paper is the algebraization of semi-flows; that is, the
order-theoretic structures that encode the directionality are to be augmented with
(co)homological data which carry information about (robust) invariant dynamics
via Wazewski’s principle. A discretization tile: X — SC, or equivalently a Morse
tessellation, gives rise to a filtering of X consisting of regular closed attracting
blocks, i.e. a lattice homomorphism « — F, X, where o € O(SC) is a down-set in
SCand F, X = tile 'a € ABlockgz () is an attracting block. In the case of homol-
ogy with field coefficients the representation theory of Cartan-Eilenberg systems,
cf. Sect. 4.1, in particular Franzosa’s connection matrix theory [19, 20, 21, 31, 58],
describes a strict SC-graded chain complex (C*!°(X),d"!*) whose grading is given
by Ct1°(X) = @gesc H(F|sX, F|s<X), where H is the singular homology func-
tor, cf. Fig. 1.4[left], cf. App. C.3. From the graded chain complex (C'!¢(X), d"!°)
all homologies H(F3X, F,X), with o, 5 € O(SC), can be computed as homol-
ogy of the sub-quotient chain complex Gg.,C"!°(X) and which is denoted by
H'*(G5_,X). This data can be visualized as a poset isomorphic to SC, whose el-
ements are pairs (S, Pi'*(GsX)) € SC x Z, [u], where P'*(GsX) is the Poincaré
polynomial of H'!°(GsX) which uses the natural dimension grading of singular
homology, cf. Fig. 1.4[right]. Such a poset will be referred to as the tessellar phase
diagram’ (11, <T) for (¥, <1), cf. Sect. 4.4.

A discretization tile: X — SC may be considered purely from a topological
perspective, independent of dynamics. Given a sufficiently ‘nice” discretization,
the connection matrix theory can be applied to tile. We regard this as part of
the synthesis of dynamics and topology, and using dynamical tools to analyze
topology. In Section 4.2, we show how this leads to a homology theory which we
call tessellar homology and which, in contradistinction to cellular homology, uses

9The tessellar phase diagram is expressed with respect to Borel-Moore homology.
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FIGURE 1.4. The SC-graded chain complex (C*'°(X), d"!®) [left] of Fig.
1.1 (computed using Z, coefficients) and associated the tessellar phase
diagram (11, <") [right]. We display the pair (S, Pi"*(GsX)) as S and
Pi'(GsX) as a matter of style.

general tiles instead of CW-cells. In Section 4.3 we show how cellular homology
specifically is recovered.

One of the key advantages of using Morse pre-orders is that tile factors through
the discretization of (X,.7), which enables a computational approach to connec-
tion matrix theory using the algorithms of [31, 32] and associated software [33].
For the sake of the simplicity, we explain this in the case that (X, 7)) admits a fi-
nite CW-decomposition. The idea is encapsulated in the following diagram, cf.
Sect. 4.3:

RS
(12) cell ‘dyn

X tile SC ind 7

In the case of a CW-decomposition map cell, the associated pre-order is a partial or-
der (face partial order) and the above diagram provides the factorization via (¥, <).
The fact that we factor tile through (¥, <) allows us to compute (C*¢(X), d'!¢) by
instead computing connection matrices in two simpler settings. First for the dis-
cretization cell: X — (¥, <) to obtain the cellular chain complex C°°!'(X) graded
over the poset X of cells which represents the singular homology as cellular ho-
mology; then a second time by re-grading C*!(X) by SC via dyn: ¥ — SC and
using the algorithm of [31] to produce (C*!¢(X), d%!). As indicated above the dis-
cretization tile: X — SC is equivalent to a Morse tessellation (T,<) = (SC, <),
where the tiles T € T are given by 7' = tile 'S. Since {S} = 8 \ «, the homology
of T'is given by
HY (BN o) = H'(Gp o X) = H(Gp o X) = HPM(T),

cf. Thm. 4.27, where the latter is the Borel-Moore homology of T, cf. [8, 9, 23, 28, 26,

]. Since T is the set-difference of two attracting blocks for ¢ it is an isolating

block (neighborhood) for ¢, cf. [44], and H"!¢(3 \ «) represents the Conley index
of T.
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An additional scalar discretization ind: SC — Z, cf. (1.2), allows a second
grading of H'!! which make H'!'® a bi-graded homology theory (in the case of field
coefficients) denoted by Hf,f{f(X ), cf. Sect. 4.2.3. The discretization ind induces a
spectral sequence which allows an additional Z-grading of the tessellar homology
in accordance with the SC-grading of C*!°. As a matter of fact H}\\*(Gy. gy X) is
well-defined for any convex set U ~ U’ in SC. In this context (C*, d%!¢) may
be regarded as chain complex as well as Z-graded differential module/vector
space. Define the Poincaré polynomials Py ,(C''°) = s sc Pi2(GsX) with
PYe(GsX) = 3, jen(rank H%e(Gs X)) AP . Then, the following variation on
the standard Morse relations are satisfied, cf. Thm. 4.18,

[o0]
Z tlle GSX P;lle 2 1+ )\r Q)\;u
SeSC r=1

where Qf , > 0 and the sum over 7 is finite. The p-index is a manifestation of the
block-flow topology and the g-index of the phase space topology making it a true
tale of two topologies. The impact is most apparent in the application to parabolic
flows where we use a canonical discretization lap: SC — Z.

1.3. Parabolic flows and braid invariants

Chapter 5 encompasses the final theme wherein we demonstrate the ideas and
methods in this paper for a large class of flows, called discrete parabolic flows. Such
flows occur in a wide variety of settings, e.g. studying the infinite dimensional
dynamics of scalar parabolic equations which can be realized via discrete parabolic
equations, cf. [25], [65]. Discrete parabolic equations and parabolic flows also play
a prominent role in the theory of monotone twist maps whose dynamics can be
studied using parabolic flows, cf. [2], [14]. The introduction of Morse theory on
braids in [24] was sparked by questions for fourth order Lagrangian dynamics
which use parabolic flows to describe periodic solutions. Finally, parabolic flows
play a pivotal role in computing braid Floer homology, cf. [66].

A parabolic flow ¢ is defined via differential equations &; = R;(z;—1, %i, Ti+1),
with R;14 = R;, where the (smooth) functions R;(x;—1,x;,x;+1) are monotone
with respect to their first and third argument and their stationary equations, given
by R;(zi—1, 2, zit1) = 0, are referred to as parabolic recurrence relations. Parabolic
recurrence relations form a perfect symbiosis with discretized braids. A discretized
braid (diagram) x on n strands and d discretization points is a unordered collection
of sequences - - - , x{,z{,- - such that 331 h d) = z¢, for a permutation 6 € S,,, and
a=1,---,n.

By viewing such sequences as piecewise linear interpolations between the
anchor points the various strands ‘intersect’, cf. Fig. 1.5[left]. There is a non-
degeneracy condition on the intersections (no tangencies). A collection of station-
ary solutions of ¢ of integer period forms a discretized braid diagrams denoted by
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FIGURE 1.5. A discretized (pseudo-anosov) braid y [left], and associated
reduced tessellar phase diagram II(y) [right]. The vertices in Ii(y) contain
the Poincaré polynomials of the bi-graded parabolic homology, cf. Sect.
542.

y and referred to as a skeleton, cf. Fig. 1.5[left]. If we add an additional periodic se-
quence z the ensemble of = and y generically forms a braid « rel y, called a relative
discretized braid. Since y is stationary for ¢ we may consider (¢, ) rel y. When-
ever o(t, ) rel y becomes singular, i.e. strands develop tangencies, then the total
number of intersections of x with the strands in y decreases strictly. This principle
is crucial and emphasizes the intimate relation between parabolic flows and dis-
cretized braids. As such relative braids can be partially ordered using parabolic
flows which form the backbone of the canonical discretization of the block-flow
topology for parabolic flows. We construct special CW-decompositions, cf. Sect. 5,
and discretizations of the block-flow topology via appropriately defined discrete
Lyapunov functions, which allows us to establish Morse tessellations and Morse
representations, cf. Sect. 5.3. In the language of condensed Morse pre-orders the
partial order on the relative braid classes defines the poset (SC, <) which comes
from the canonical CW-decomposition of X given by the skeleton y and the block-
flow topology given by .

In Section 5.4.1 we give an overview of the algorithmic steps in computing
the order structures and connection matrices and in Section 5.4.2 we discuss the
bi-graded parabolic homology. In Section 5.5 we show that the parabolic differ-
ential module (and the associated tessellar phase diagrams) we obtain for para-
bolic flows extend the results in [24] and provide an invariant for positive braids
which also defines a new invariant for scalar parabolic equations, cf. Thm. 5.23.
The importance of Theorem 5.23 is that we obtain complete insight in the homol-
ogy of loop spaces for scalar parabolic equations as well as the boundary homo-
morphisms which contain information about connecting orbits for parabolic equa-
tions. To best explain the discretization of topology and dynamics and the main
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dg' = (1) atile = (1 1)

0 ——— Z(So) ——5 P Za(S)) ————5 Zn(Se)
i=17,8 ngﬂe - (8)
aghe = (? 1@ agle = (00) dgte = (i) agile = o
@ 7Sy — Lo(Siy ——— Lx(S2) ———> D Zx(Si) 0
i=4,5 i=2,3 i=0,1

FIGURE 1.6. Associated complex 7(3), computed over K = Zy coeffi-
cients, viewed as chain complex using dimension grading. The index ¢
for di'® reflects the natural grading induced by singular homology.

statement of Theorem 5.23 we consider an example. Let y be a discretized braid
y given in Figure 1.5[left] and ¢ is any parabolic flow for which y is stationary.
This can be rephrased in terms of a bi-topological space for which y defines a
natural discretization. The sub-poset of homologically non-trivial braid classes in
(SC, <) is given by the reduced tessellar phase diagram (II, <) displayed in Fig.
1.5[right]. The more detailed information is given by the parabolic differential mod-
ule o/ () generated by tile: X — SC and the scalar discretization lap: SC — Z,
which counts the intersections of = with y divided by two, cf. Sect. 5.5 for a de-
tailed definition. As described in Section 5.4.2 lap provides a scalar grading on
the tessellar homology H"®(Gy_qs X ), with U ~ U’ convex in SC, which yields the
parabolic homology H, ,(Gy_ys X ) where
HY(GywX) = @ Hpq(GuuwX).
D,q€Z

Figure 1.5[right] lists the Poincaré polynomials of the non-trivial tiles with re-
spect to parabolic homology. The differential module </ (3) may be regarded as
a chain complex in Figure 1.6 with homology HPM(GsX) = ®pezH, ,(CsX),
or as Z-graded differential module in Figure 1.7 with homology ﬁu*(GSX ) =
(—quzﬁpﬂ(GSX ). By making further specification of the entries in d"!¢ the differ-
ential module can also be represented as to show the [I-order, cf. Sect. 5.5. Theorem
5.23 shows that the parabolic differential module, and thus the reduced tessellar
phase diagram is a topological invariant for the topological braid 3(y), i.e. all braid
diagrams isotopic to y, cf. Sect. 5.5. Due to Theorem 5.23 the parabolic differential
module and reduced tessellar phase diagram can be denoted by </ () and 0O(5)
respectively. In summary, the application of the methods put forth in this paper to
parabolic flows gives a novel approach towards computing algebraic topological
information about infinite dimensional problems.

The themes throughout this paper touch upon many topics. Section 6 con-
cludes with a discussion of related remarks and open problems.
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0 ——— Zo(Sy) dgl—_GZ P Zx(Ss) L(M)> Z{Se) ? ()

i=7,8

=y 4= (o) e (1)
@ Zo(Si) — Lo(S3) —— Lo @® LSy ——— P Zao(Si) — 0

i=4,5 i=0,1

dtile —

FIGURE 1.7. The differential module <7 (), computed over K = Z coef-
ficients, with lap number grading. For the entry di'® the index p reflects
the lap number.



CHAPTER 2

Topology, discretization and bi-topological spaces

Our philosophy is that discretization is the study of appropriate finite sub-
structures. In this chapter we start with an exposition of topological spaces, clo-
sure algebras and modal algebras and discuss discretization in terms of Boolean
algebras with operators. Closure algebras provide an equivalent way to describe a
topological space. In general modal algebras are also related to topological spaces
which provides the essential link to dynamical systems. The latter can be used to
regard various aspects of dynamics in terms of topology.

2.1. Closure algebras

Let (X,.7) be a topological space and let Set(X) denote the (complete and
atomic) Boolean algebra of subsets of X. For (X, .7) we define an associated clo-
sure algebra as the pair (Set(X),cl), where cl: Set(X) — Set(X) is the operator
defined as the closure of a subset, clU = ({U’ > U | U’ closed}, cf. [51], which is
our first source of closure algebras. In general, an operator cl: Set(X) — Set(X) is
a closure operator if all four Kuratowski axioms for a closure operator are satisfied:
forallU, U’ c X,

(K1) (normal) cl @ = g;

(K2) (additive) (U v U’) =clU v cl U’;
(K3) (sub-idempotent) cl(cl U) < cl U;'
(K4) (expansive) U c cl U 2

Continuous maps between topological spaces can also be described in terms of
closure algebras. Let g: X — Y be a continuous map between topological spaces.
Then, g~! defines a map from Set(Y) to Set(X). As a matter of fact g~ *: Set(Y) —
Set(X) is a completely additive® Boolean homomorphism of complete and atomic

T Axiom (K3) in combination with Axiom (K4) this implies that cl is idempotent, i.e. cl(clU) =
cU.

2The single condition (K): U u cl U u cl(cl U’) = cl(U u U’) \ cl @ is equivalent to (K1)-(K4).

3Closed with respect to arbitrary intersections and unions.

11
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Boolean algebras, cf. App. A.3. Consider the (not necessarily commutative) dia-
gram:

Set(X) —<X 5 Set(X)

.1) - o

Set(Y) —<¥ 5 Set(Y)

The continuity of g is equivalent to the condition clxg~ (V) < g~ *(cly V) for all
V < Y which makes g~ a semi-homomorphism of closure algebras. In particular, if
V c Yisclosed in Y, then g~ (V) is closed in X. In case clxg~ (V) = g !(cly V)
for all V c Y the operator g~ is called a homomorphism of closure algebras,* in
which case g is an open continuous map.” A second source for closure algebras are

via pre-ordered sets. Let (X, <) be a pre-order. Define
cd<U:= |U={zeX |z <yforsomeyecU}.

Then, (Set(X), cl<) is a closure algebra and the closure operator clg is completely
additive, i.e. Kuratowski axiom (K2) is satisfied with respect to arbitrary unions.
The associated topological space is denoted by (X, J<) which is an Alexandrov
topological space and the topology Jx is called an Alexandrov topology, i.e. T« is
closed under arbitrary intersections and unions.

On the other hand every topological space induces a natural pre-order as fol-
lows:

z <z 2 ifandonlyif =z e cl{z'},

which is called the specialization pre-order associated to (X,.7). In general, the
topology <, induced by < is finer than .7. In particular |U is not equal to
cl U in that case. If we start from an Alexandrov topology 7, then J<,, = 7. The
above described duality between topological spaces and pre-orders will be used
to treat discretization of topological spaces, cf. [5] for further details on closure
algebras. A topological space yields a closure algebra where the Boolean algebra
is complete and atomic. This concept can be defined for any Boolean algebra, cf.
Sect. 2.6.3 and App. A.

2.2. Modal operators and modal algebras

A third source for closure algebras is given by modal operators and binary
relations on a set X, cf. App. A. In general, an operator ®: Set(X) — Set(X) is
called a modal operator if following axioms are satisfied: for all U, U’ c X,

(M1) (normal) @ = o;
(M2) (additive) (U v U’) = ®U v ®U’;

“For a homomorphism of closure algebras the diagram in (2.1) commutes.
5If there is no ambiguity about the topological space the sub-index of cl will be omitted.
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The pair (Set(X), ) is called a modal algebra and is an example of a Boolean algebra
with operators, cf. [38], [51]. A modal algebra defines a topology on X. Consider
the set Fwdset(®) consisting of subsets U < X such that ®U < U.

PROPOSITION 2.1. The set Fwdset(®) defines a bounded, distributive lattice with
binary operations n and u. Moreover, Fwdset(®) is closed under arbitrary intersections,
i.e. arbitrary intersections of sets in Fwdset(®) are again in Fwdset(®).

PROOF. The subsets @ and X are in Fwdset(®) since ® is a normal opera-
tor. Finite unions of sets in Fwdset(®) are obviously again in Fwdset(®) since
® is additive. Let {U,} be an arbitrary collection is subsets in Fwdset(®). Then,
®(N,U;) < ®U; < U; and therefore ® (), U;) < ), Us. O

The lattice Fwdset(®) defines a topology Zs on X by declaring the subsets in
Fwdset(®) to be the closed sets. The topology J given by the lattice Fwdset(®)
can also be characterized by an associated closure operator.

PROPOSITION 2.2. Consider the operator clg : Set(X) — Set(X) defined by
2.2) clU = [{U' 2 U | U’ € Fwdset(®)} € Fwdset().

Then, clg is a closure operator and Fwdset(®) = Fwdset(clg ), i.e. the sets in Fwdset(®)
are exactly the closed sets defined by clg.

PROOF. The definition of clg is a standard construction of a closure operator
satisfying the Kuratowski axioms (K1)-(K4). A set U € Fwdset(cly ) satisfies cloU <
U and thus clgU = U, i.e. U € Fwdset(®) and thus Fwdset(clg) = Fwdset(®). If
U € Fwdset(®), then clgU = U which yields Fwdset(®) < Fwdset(clg). Combining
both inclusions gives the desired statement. O

The lattice Fwdset(®) is a complete co-Heyting algebra with binary subtraction
U —U' := cle(U \ U’). The specialization pre-order <4 defined by the topology
Js (or equivalently the closure operator clg) is the transitive reflexive closure of
the binary relation ¢ < X x X, referred to as the specialization relation, which is
defined by

(2.3) (z,2") e ¢ ifandonlyif e ®{z'},

where ® = ¢! is regarded as an operator on Set(X) and is an example of a com-
pletely additive modal operator, cf. A.3. As before | U does not coincide with clg U
in general. This is due to the fact that a modal operator is not completely additive®
in general. For the time being the above described duality between (X, 75) and
the associated closure algebra (Set(X), clg) suffices.

In the case ® is a completely additive modal operator on Set(X) the specializa-
tion relation recovers ¢ and vice versa. To be more precise,

(z,2')e ¢ ifandonlyif (z/,x)e¢ ' ifandonlyif ze¢ {2},

An operator is said to be completely additive if it is closed under arbitrary unions.
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where for the latter we regard the opposite relation ¢! as modal operator:

24) ®U:= | ] ®fa}, where @fa}={ye X |(z,y)e¢ " forsomere U}.
zeU

The transitive reflexive closure ¢*= = | J, -, ¢* defines a pre-order (X, ¢*=) and

therefore ®+= = | J, ., ®* is a completely additive closure operator. In particular:

LEMMA 2.3. ®+=U = |U = claU.

PROOF. The first equility is a direct consequence of the duality between ¢
and ®. As for the second equality we argue as follows. If cleU = U, then U €
Fwdset(®), i.e. ®U < U and thus ®*=U = U. Conversely, if *=U = U, then
®U < U and thus cleU = U. Therefore, ®*=U = U if and only if cleU = U and
Pr=U =U = clpU. O

In this case a binary relation ¢ — X x X is the source of a closure algebra:
(Set(X),®*=). The associated topology is an Alexandrov topology and is equiv-
alent to the specialization pre-order, cf. A.1.

Let (Set(X), ®) and (Set(Y'), ¥) be modal algebras. As for closure algebras a
map g: X — Y yields a Boolean homomorphism g~!: Set(Y) — Set(X). The
latter is a semi-homomorphism of modal algebras if &g~ (V) = g~} (¥V) forall V c Y
and is expressed in the (not necessarily commutative) diagram:

Set(X) —2— Set(X)

2.5) 9_1[ Ig_l

Set(Y) —~— Set(Y)

The semi-homomorphism property for Boolean homomorphisms g=': Set(Y) —
Set(X) is related to continuity of g:

PROPOSITION 2.4. Let g~ (Set(Y), ®) — (Set(X), ¥) be a semi-homomorphism
of modal algebras for a map g: X — Y, ie. g~ (V) < g~ (V) forall V < Y. Then,
g: (X, J8) — (Y, T) is a continuous map.

PROOF. The closure operators cly and cly are given by (2.2). Since g~ ! is a

completely additive Boolean homomorphism we have

g M elyV) = [g (V) | V' oV, oV V'
The fact that g~ is a semi-homomorphism of modal algebras implies, for V'’ closed
inY, that &g~ (V') < g~ 1(¥V’) = g~ 1(V’) and thus g~!(V’) is closed in X. This
implies that cleg =1 (V) = g~ *(cly V'), which proves that g: X — Y is a continuous
map. g

REMARK 2.5. If Z: Set(Y) — Set(X) is completely additive Boolean homo-
morphism then Z = ¢g~! for some map g: X — Y, cf. Prop. A.7 and [38]. The latter
is given by g(x) = y for the unique y € Y such that € ={y}.
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REMARK 2.6. If ® and ¥ are completely additive operators then Proposition
2.4 can be proved using transitive reflexive closure. Observe that ®*¢=1(V) <
g Y(¥*V) for all k = 0. Then,

cleg (V) = U PFg1 U g Y U TRV = g7 H(clg V),

k=0 k=0 k=0

which establishes continuity.

REMARK 2.7. For a pre-order (X, <) the associated dual given by cl<U = |U
defines a complete and atomic and completely additive closure algebra (Set(X), cl<),
i.e. Set(X) is a complete and atomic Boolean algebra and the closure operator cl¢
is completely additive. The completely additive closure operator cl< retrieves the
pre-order. Similarly, a binary relation ¢ < X x X yields a complete and atomic,
and completely additive closure algebra (Set(X), clg), where clg = ®*= and ® =
¢~1. The closure operator retrieves the transitive reflexive relation ¢*=, but not
¢ in general. For a complete and atomic, and completely additive modal algebra
(Set(X), ®) the operator ® retrieves ¢. These principles play a role in the duality
theory of closure algebras and modal algebras, cf. App. A.3, Sect. 2.6.3 and [51],
[38]. In this text we are mainly interested in closure algebras and their duality.

REMARK 2.8. Closely related to a closure operator is the notion of a derivative
operator. A modal operator I': Set(X) — Set(X) is called a derivative operator if
following axioms are satisfied: forall U, U’ c X,

(D1) (normal) T'g = o;

(D2) (additive) (U v U’) =TU v T'U’;

(D3) (quasi-idempotent) I(TU) c U v TU./
The pair (Set(X),T") is called a derivative algebra, cf. [17], [51]. A derivative operator
defines a closure operator via

(2.6) clpU :=U uTU.

For every closure operator there exists a derivative operator such that (2.6) holds,
e.g. takeT = cl®

2.3. Discretization of topology

We start with a general description of discretization of topology in terms of
closure algebras. This procedure can then be used for the same purpose in the
setting of modal algebras. These techniques play a role in the discussion of treating
dynamics in terms of topology.

7 Axiom (D3) is equivalent to from Axiom (K4) viacl = id U T".
8The choice of a derivative operator is clearly not unique. An important non-trivial choice is given
by the derived set, the set of limit points of a set U:

LU :={z € X | N AU~ {z} # o for all neighborhoods N 5 z},

which is not equal to cl U in general.
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2.3.1. Closure algebra discretization. Discretization of a topological space
(X, .7) in the spirit of closure algebras is an injective Boolean homomorphism’
| - |: Set(¥) — Set(X), where Set(¥X) is the powerset of a finite set X, in combi-
nation with an appropriately chosen discrete closure operator cl: Set(X) — Set(X)
such that cl|U| < |clU| for all U € Set(X), in which case | - |: Set(X) — Set(X) is a
semi-homomorphism of closure algebras. We refer to the elements ¢ € X as cells.
This discretization is captured by the following diagram in the category of closure

algebras and semi-homomorphisms:'’

Set(X) —<— Set(X)

2.7) B B
Set(¥) —<— Set(¥)

The closure algebra (Set(¥X),cl) defines a finite topology on ¥ by declaring U
closed if and only if clll = U. As ¥ is a finite set any topology on X is neces-
sarily an Alexandrov topology, and is equivalent to the specialization pre-order
(¥, <)" defined by

(2.8) ¢<¢ ifandonlyif ¢ecl{¢'},

cf. App. B.3. The discretization described above allows us to regard X as an algebra
(Set(¥X), cl), as a pre-order (¥, <), and as topological space ¥X. In general we do not
differentiate between the specialization pre-order and the Alexandrov topology,
and we refer to the triple (¥,cl,| - |) as a closure algebra discretization, or CA-
discretization of (X, .7).

DEFINITION 2.9. A CA-discretization is called Boolean if cl|U| = |clU| for all
U € Set(X).

This definition in particular implies that (2.7) is commutative in which case the
map |-|: Set(¥) — Set(X) is a homomorphism of closure algebras, cf. [5]. For a pre-
order (¥, <) we define a down-set U — X by the property: & € U, £ < &, then ¢ €
U. The set of down-sets is denoted by O(X, <)'? which by construction is a finite
distributive lattice with binary operations n and u, cf. App. B.1, B.3 and [15]. Note
that O(X, <) = Fwdset(cl), where clis the associated closure operator on Set(X). In
a similar fashion we can define the lattice of up-sets U(X, <) = Fwdset(cl), where

9 In the context of discretizaztion we consider injective homomorphisms with finite range, i.e.
finite subalgebras. The theory can be phrased in more general terms via homomorphisms.

0n the above mentioned category of closure algebras we employ the morphisms are semi-
homomorphisms of closure algebras.

HThe Alexandrov topology is Tp if and only if the specialization pre-order is a partial order.

121 there is no ambiguity about the pre-order we write O(¥) for short. Another common notation
is Invset* ().
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clU = star U is the conjugate closure operator, cf. App. A.2 and [38]. The join-
irreducible elements of both lattices are characterized as

cé=|¢:={¢¢ <& and star=1¢:={¢ (<&}, ¢eX,

which are called the principal down-sets and up-sets respectively. Intersections of
up-sets and down-sets are the convex sets in (¥, <)" and are denoted by Co(¥, <)
which is a meet-semilattice with respect to .

REMARK 2.10. For a pre-order (¥X,<) we can define the partial equivalence
classes by £ ~ &' if and only if £ < ¢ and ¢’ < £. The set of partial equivalence
classes is denoted by ¥/.. The latter is a poset via [¢] < [n] if only only if £ < .
This yields the natural order-preserving projection ¥ - X/_ defined by ¢ — [¢].
By construction O(¥X, <) ~ O(X/.). The map X — ¥ — ¥X/_ is also a discretiza-
tion. The associated CA-discretization (¥/.,cl,| - |) is defined by cl[¢] = | [¢] and
|[€]] = Ugrege 1€'] and yields a Ty Alexandrov topology.

2.3.2. Modal algebra discretization. Let (X, J3) be a topological space de-
fined by a modal operator ®: Set(X) — Set(X). The associated closure algebra
is (Set(X), clp) with closure operator defined in (2.2). Discretization in terms of
closure algebras can always be formulated in terms of modal algebras. Consider
a discrete modal operator ®: Set(X) — Set(X). As explained in Section 2.2 we
obtain a topological space (¥, 7), whose discrete topology can be described by
either the specialization pre-order <g or the associated closure operator clg. A
triple (X, @, | - |) is a modal algebra discretization, or MA-discretization of (X, Tg)
if

(MA) @|U| < |®@U| for all U € Set(¥),
which is equivalent to the condition that | - | is a semi-homomorphism of modal
algebras and is expressed in the diagram:

Set(X) —2— Set(X)

1

Set(¥) —2— Set(¥X)

PROPOSITION 2.11. Let (X, ®,| - |) be a MA-discretization of (X, ). Then, the
induced closure operator clg : Set(¥X) — Set(¥) given in (2.2) defines a CA-discretization
(X,cls, |- |) of X. In particular, the closure operator clg is given by cle = | ;= ok

PROOF. Since | - | is a completely additive Boolean homomorphism it is the
inverse image of a map X — X, cf. Prop. A.7 and Rem. 2.5. By Axiom (MA) and
Proposition 2.4 the latter is continuous and thus clg|U| < |claU| for all U < X,
which proves that (¥, cls,| - |) is a CA-discretization of X. Since a finite modal
operator is completely additive the formula for ® follows from Lemma 2.3. O

13The convex sets in the pre-order (X, <) are the locally closed subsets in X as topological space.
HThe expression = := | J, & is the transitive reflexive closure of ®, cf. App. A.1.
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The advantage of using a discrete modal operator on Set(¥) is a refinement of
the specialization pre-order on ¥ in terms of specialization relation given by:

(2.10) (&,¢)e ¢ ifandonlyif ¢e ®{¢}.

Observe that ¢ need not be transitive and is not reflexive in general. Moreover,
the transitive reflexive closure ¢*= is the specialization pre-order of clg = ®+=
in (2.8), cf. Sect. 2.2.

REMARK 2.12. As for pre-orders the notion of down-set for a specialization
relation is formulated as: U < ¥ is a down-set for ® if ¢’ € U and (¢,¢’) € ¢, then
¢ € U. Note that O(¥, <) = O(X, ¢) = Fwdset(P).

REMARK 2.13. Modal algebra discretization using a derivative operator will
be referred to as DA-discretizations. Binary relations coming from derivative op-
erators will be called weakly transitive, or wK4, cf. [17]. If " satisfies the stronger
sub-idempotency axiom in (K3), i.e. I'(T'U) < I'U, we say that I' is a strong deriv-
ative operator. This is often the case in dynamics in which instance the associated
specialization relation is transitive (a K4-order).

2.4. Discretization maps

Let (X,.7) be a topological space. A discretization map on X is a surjective

map'®

(2.11) disc: X —» X,

where ¥ is a finite set. Since unions and intersections are preserved under preim-
age, disc™': Set(¥) — Set(X), is an injective Boolean homomorphism, cf. Footn.’s
9 and 15. In this context, we say that disc™" is an evaluation map and we use the
notation: |U| := disc ™' U for U € Set(¥).

2.4.1. Topology consistent pre-orders. As pointed out above any topology
on X is equivalent to its specialization pre-order (¥,<). We say that < isa -
consistent pre-order on X with respect to disc if disc: (X,.7) — (¥, <) is continu-
ous, which is equivalent to the condition that cl disc U < disc ™! l U, forall U c ¥,
ie. cl|]U| = |cl U|, where cl U = |U. Consequently, when < is 7-consistent, the
triple (X, cl, | - |) is a CA-discretization, and disc: (X, .7) — (¥, <) is a continuous
discretization map. If disc is a continuous open map then |-| = disc™" is a homomor-
phism of closure algebras.'® A specialization relation ¢ ¥ x X is .7 -consistent if
the reflexive transitive closure is .7 -consistent.

15 As pointed in Footnote 9, in the context of discretization the maps are chosen to be surjective
and are dual to injective closure algebra homomorphisms.

16By (2.8) ¢ < ¢ ifand only if £ € cl ¢’ which is equivalent to {¢} < cl¢’. In the case that | - | is an
injective homomorphism of closure algebras we obtain the equivalent statement |£| < |el &'| = cl|¢’|.
Here we use the convention cl{{} = cl &.



2.4. DISCRETIZATION MAPS 19

Conversely, given a CA-discretization (¥, cl, | - |), we define disc: X — X via
(2.12) disc(z) = £ where z € [¢],

which is a well-defined map since [ J, [§| = X and |¢| and [{'| are mutually disjoint
for all ¢ # ¢/, cf. Rem. 2.5. By Birkhoff duality the injectivity of | - | implies the
surjectivity of disc, cf. Thm. B.2 and [15, Thm. 5.19]. Moreover, since cl|U| < |cl U],
| - | = disc™!, the map disc is a continuous map, thus < is .7-consistent. For a
discretization of a subset X of the plane with the associated face partial order <
in Fig. 1.1[left 1 and 2] the pre-order (¥, <) is a discretization of the topology .7
of X. The map disc: X — X assigns a vertex, edge or square to any point in
X. For closure algebras, disc is induced by sending a point z to the cell in which
it is contained, as in Equation (2.12). We can summarize these considerations as
follows:

PROPOSITION 2.14. A surjective, continuous discretization map disc: (X, T ) —»
(X, <) is equivalent to a CA-discretization (¥, cl,| - |) with (Set(¥), cl) dual' to (¥, <)
and | - | = disc™".

A pre-order < is a .7 -co-consistent with respect to disc if disc: X — (¥,>) is
continuous, where > is the opposite pre-order. This is equivalent to the condition
cl disc™'U < disc €1, for all U = X, where €11 := star U is the conjugate closure
operator, cf. [51]. In terms of realization this reads cl|U| < | star U|. If U is €l-closed,
ie. €lU = starU = U which implies that U is open in (¥, <), then the 7 -co-
consistency implies that |U| is a closed set. Indeed, cl|U| < |star U| = |U| < cl|U]
and thus cl|U| = |U|. Moreover, the closed sets U € O(¥, <) for a .7-co-consistent
pre-order are open under realization. If U € O(¥X, <) then ¢l U = U and therefore
U° is open which implies that star U° = U°. By the previous |U°| = |U|¢ is closed
and thus |U| is open.

REMARK 2.15. If we allow the evaluation map | - |: Set(¥) — Set(X) to be an
arbitrary homomorphism then the map disc defined in (2.12) is still valid which
allows us to treat the theory of discretization with arbitrary, not necessarily sur-
jective, continuous maps disc: X — X. In this paper we restrict to surjective dis-
cretization maps unless stated otherwise.

REMARK 2.16. For a discretization map disc: X — ¥, there is always a .7-
consistent pre-order. Namely, the trivial, or indiscrete topology on ¥X: cl@ = @
and clU = X for all U # @, i.e. < is an equivalence: ¢ < ¢ and & < ¢ for all

§¢eX.

2.4.2. Filtering and grading. If < is a .7-consistent pre-order for a discretiza-
tion map disc, then by (2.8) the down-sets U for < correspond to the closed sets in
X and therefore by the continuity of disc we have that disc ™' € €(X, .7), where

7In terms of Boolean algebras with operators, cf. App. B.3 the pre-order is the dual to the closure
algebra and vice versa. This duality can also be understood in terms of (co)-Heyting algebras.
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€(X) = €(X, 7)" denotes the closed sets in X. This yields the lattice homomor-
phism

(2.13) disc™!: O(¥, <) — F(X) = Set(X).

In this setting we refer to disc™' as an O(¥/.)-filtering on X and use the filtering
notation: FyX := disc”'U = |U|. Similarly, a subset U < X is open if it is an
up-set of ¥ and the image under disc™* are open sets in X. Dual to the O(¥/.)-
filtering is the grading X = (J¢c[¢) Ge)X with the property that G(¢) X # @ for all

¢ € X, cf. App. C.1. The latter is an ¥/.-grading given by G[¢ X 9, €], where
{GgX | [€] € (X/~,<)} is an ordered tessellation. The following scheme shows
the duality between CA-discretizations and continuous discretization maps, and
between filterings and gradings, cf. App. C.1:

(] 1,e) |- |: O(¥, <) — Set(X)
CA-discretization filtering

I I

disc: < =
15? (X, 9) —» (95, <.) X U[g] GiagX
continuous discretization grading

where G X = disc™'[¢]. In general a grading on a topological space yields a
discretization which is not necessarily continuous.'® This implies that the above
diagram do not necessarily point in the opposite direction. Finally we define a
class of discretization maps which are favorable for using homology theories.

DEFINITION 2.17. A discretization map disc: X — ¥ is natural if it is contin-
uous and the associated filtering disc™': O(¥, <) — Set(X) consists of mutually
good pairs.”

2.5. Bi-topological spaces and discretization

A triple (X,.7,9") is called a bi-topological space if the factors (X,.7) and
(X, ") are well-defined topological spaces. The associated closure algebra for
(X, 7,7") is the Boolean algebra with operators (Set(X), cl, c'), where cl and ¢!’
are the closure operators for .7 and .7’ respectively and is referred to as bi-closure
algebra for (X, 7,7"). Asubset U c X isa (7, 7")-pairwise clopen set for X if U
is closed in .7 and open in .7’. We denote the set of (.7, .7’)-pairwise clopen sets

181f there is no ambiguity about the topology we write ' (X) for short. The same applies to the
open sets 0'(X).

PLet X = Upep GpX be a P-graded decomposition of X. Then, the map grd: X — P, defined
by grd(z) = grd(GpX) = pforall z € GpX, is a discretization map in the sense of Rmk. 2.15. By
restricting to the range one obtains a surjective discretization map, cf. App. C.1.

20Recall that a pair (X, A), A ¢ X closed, is a good pair if A is a deformation retract of a neigh-
borhood in X, q.v. [34, Thm. 2.13].
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in a bi-topological space (X, 7, .7") by €0 (X). Similarly, we can define (7', 7)-
pairwise clopen sets which are open in .7 and closed in .7’ and are denoted by
¢O*(X).

The next step is to consider discretization for bi-topological spaces. A dis-
cretization map disc: X — ¥ is a p-continuous map®' between bi-topological
spaces if there exists pre-orders (¥, <) and (¥, <’) that are 7-consistent and .7"'-
consistent respectively. We write disc: (X,.7,.7) — (¥, <, <’). The associated bi-
topological CA-discretization is denoted by (¥, cl, cl’, |- |) where cl and cl’ are the as-
sociated closure operators. Let (X, cl, cl’, | - |) be a bi-topological CA-discretization
for (X, 7,7"). This is equivalent to choosing a discretization map disc: X — ¥
and pre-orders (¥, <) and (X, <’) such that disc is continuous with respect to both
Z and 7. Since the pre-orders < and <’ represent Alexandrov topologies we can
coarsen the finite topologies using both up-sets and down-sets.

DEFINITION 2.18. Let disc: X — X be a discretization map. An antagonistic
pre-order for (X, .7, 7") is a pre-order (¥, <) such that
(i) <'is T -consistent with respect to disc;
(ii) <'is .7’-co-consistent with respect to disc.

These conditions translate as
(2.14) AUl < ||, o'|U| c |star’ U|, VUC X,

where star” = &I, the conjugate closure operator, cf. Sect. 2.4.1 and [38]. The triple
(¥, cl', | -|) is called an antagonistic CA-discretization for (X, 7, 7).

REMARK 2.19. An equivalent way to say that (¥, <') is an antagonistic pre-
order is that both

disc: (X,.7) — (¥,<"), and disc: (X,7') — (X,=1),
are continuous.

REMARK 2.20. We can use the pairwise clopen sets in (X, 7, .7") as a base (of
closed sets) for the topology .7 T. Closed sets in (¥, <') are pairwise clopen sets
in (X,.7,.7"), which yields the continuous discretization map disc: (X, 7T) —
(X, <"). We say that 7T is the antagonistic topology with respect to the pair (7, 7).
Since closed sets in (X, .7 T) are not necessarily pairwise clopen it is preferable to
use the concept of pairwise clopen sets in the bi-topological space (X, 7, 7).

REMARK 2.21. Antagonistic pre-orders can also be defined by reversing the
role of 7 and 7.

Antagonistic pre-orders yield discrete topologies on X since such topologies
are necessarily Alexandrov. One cannot play the same game with .7 and .7’ on

2yc. Kelly refers to such map that are continuous with respect to both topologies as p-continuous,
or pairwise continuous maps, cf. [45].
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X since topologies are not Alexandrov in general. For this reason one chooses the
formalism of bi-topological spaces and anatagonistic pre-orders.

Let (¥, <") be an antagonistic pre-order as in Definition 2.18. Closed sets U
in (X, <) are pairwise clopen sets |U| € €0(X), cf. Sect. 2.4.1. Conversely, if
(X,cl,cl',| - |) is a bi-topological CA discretization for (X, .7, 7") then the lattice
embedding;:

(2.15) 1: O(P) - O(X,<) nUX, <) = €O0(X),
yields an antagonistic pre-order for (X, .7, .7"). Indeed, if we use Birkhoff duality

to dualize the homomorphism ¢: O(P) ~— Set(¥), q.v. Thm. B.2 and Rem. B.3, we
obtain the order-preserving surjection

m:X—>P, —n():= min{peP|§€L(lp)}

(2.16) — masc{min{ll € J(O(P)) | € < U} }.

where J(O(P)) is the poset of join-irreducible elements in O(P). By construction a
pre-order (¥, <) is defined by

¢<"¢ ifandonlyif 7(¢) <7(¢),

is an antagonistic pre-order with O(¥, <') ~ O(P). In this case we say that <' is an
antagonistic coarsening of (¥, cl,cl’,| - |). The lattice embedding O(¥, <') — Set(¥X)
is dual to the identity map

(2.17) id: ¥ — (¥, <.

THEOREM 2.22. A pre-order < is an antagonistic pre-order for disc: (X, 7, ") —
(X, <") if and only if there exists a bi-topological CA-discretization (¥, cl,cl’, |- |) such
that O(¥, <) is given by (2.15), i.e. an antagonistic pre-order is equivalent to an antago-
nistic coarsening.

PROOF. One direction is given be the construction in (2.15). It remains to show
that an antagonistic pre-order satisfying Definition 2.18(i)-(ii) is an antagonistic
coarsening. If we define the discrete closure operators cl = cl and cl’ = star',
then O(¥, <) = O(¥, <') and U(X, <’) = O(¥, <'), which proves the theorem. [

In practical situations, given a bi-topological CA-discretization (X, <, <’), we
can choose O(X,<") = €0(X). Let J(O(X, <)) be the poset of join-irreducible
elements in 4 0(¥). From the results in [44, 40] consider a representation (SC, <)
of J(O(¥, <)) defined by
(2.18) SC:={S=U~U"|UeJOX <)},
with S < &' if and only if U < U/, with U, U’ € J(O(¥, <')) uniquely determined
by S = U~ U and &' = U ~ U2 If we regard the pre-order (¥,<') as a
directed graph then the sets S € SC correspond to the strongly connected compo-
nents of the directed graph which is the motivation for the abbreviation SC, cf.

22For every U € J(O(¥, <)) there exists a unique immediate predecessor U* € O(¥, <1).
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Rem. 2.24. The posets (SC, <) and (J(O(¥, <')), <) are isomorphic by construction
and the elements in SC correspond to the partial equivalence classes in (X, <), cf.
Rem. 2.10, which yields the (order-preserving) projection dyn: (¥,<') — (SC,<
) = ¥/..2 The latter may be regarded as a finite discretization of X¥. The em-

bedding O(¥, <) = O(¥, <) implies that dyn is also an order-preserving map
dyn: (¥X,<) — (SC, <) which factors as (¥, <) -, (%, <M e (SC, <). In-

deed, a downset in (¥, <') is a downset in (¥, <) and therefore << < as pre-
orders. By the same token we have that dyn is order-reversing with respect to <’
which follows from the embedding O(¥, <') = U(X, <’) and therefore >’ < as
pre-orders. Summarizing, the maps dyn are order-preserving and order-reversing

respectively:
(96 <) part
disc
/ idJ <
m dyn
(219) (X, {9.7 yl) (%7 <T) Y SC ™ P
Tosedise T4 - g
id i -7 /d/yn ////
disc ! - -
) -
(%,< ) —— -==""part

The map dyn is again a continuous discretization and the composition

(2.20) X —dise gy

\M

denoted by tile, may be regarded as a continuous map tile: (X, ) — (SC, <) and
as a continuous map (X,.7’) — (SC, =) by factoring through (¥, <') and (¥, >1)
respectively, and which is equivalently obtained by factoring through (¥, <) by

SC

factoring through (¥, <’) respectively. Every antagonistic pre-order for (X, .7, 7")
tile

defines a grading Gs X —— S of X given by

X =] Gsx, GsX =tile’!s,
Sesc
which is called an antagonistic tessellation of X. We apply these bi-topological dis-
cretization techniques in the next two chapters in the context of discretizing semi-
flows.

REMARK 2.23. An antagonistic pre-order (¥, <') satisfies < = <' and >’ = <'
as pre-orders and thus < v >’ < as pre-orders. The ‘vee’ on the pre-order is
the transitive closure of the union. The case O(X,<') = ¢ 0(¥X) corresponds to
<vz=<N

2We use the terminology dyn as it is used later on in the setting of the block-flow topology .
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REMARK 2.24. There are various (equivalent) perspectives for presenting bi-
nary relations on X:

(a) as abinary relation, i.e. ¢ < X x ¥;
(b) as a directed graph (digraph) ¢ with vertices ¥ and edge set

{e-¢ 1) e ')
(c) as modal operator ® = ¢~ ': Set(¥) — Set(X).

We alternate between these perspectives, using whichever is conceptually most
convenient. As digraph the strongly connected components are found via (A.3).

2.6. Examples and further extensions

In this section we discuss examples of discretization of topology starting with
regular closed sets. The latter will be applied in the setting of CW-decompositions.
We start with outlining regular closed sets.

2.6.1. Regular closed sets. Of particular importance in this text are the regu-
lar closed sets which play a central role in the construction of Morse tessellations.
A subset U < X is reqular closed if clintU = U. The set of regular closed sets
in any topological space X is denoted by Z (X, 7) and the latter forms a com-
plete Boolean algebra with unary operation U# = clU° and binary operations
UvU =UuvU and U AU’ = clint(U n U’), cf. [68, Sect. 2.3]. By the same to-
ken we can define the regular closed sets in a CA-discretization (¥, cl, | - |) and we
denote regular closed sets in X by %(X).** Regular closed subsets can be obtained
from closed subsets O(¥, <).

PROPOSITION 2.25 (cf. [44], Lem. 22). The map clint: O(X, <) — Z(¥X), defined

by U — clint U, is a surjective lattice homomorphism.”

The atoms in Set(X) are given by the set X. Since #(X) is a finite Boolean
algebra it is a power set on a set of atoms. Define the maximal elements in X with
respect to < by X', i.e. £ € X" if and only if star ¢ = ¢. Such elements are called
top cells and form an anti-chain in (¥, <).

PROPOSITION 2.26. The atoms of %2(X) are given by the set {cl& | € € X'}. More-
over, cl: Set(¥") — Z(¥X) is an isomorphism with inverse U — U A X,

PROOF. We start with the observation that ¢ € X' represents an open subset.
Indeed, star{ = £ and thus £ = int{. Then, cl{ = clint ¢ is a regular closed set
since clint clint ¢ = clint £&. Suppose § ¢ X ie. ¢ is not maximal in (¥, <). Since
¢ = {¢} is a singleton set and since int{¢} < {£} we conclude that int{ = &, or
int £ = @. Suppose the former holds. Then, since £ is not maximal, {{} < staré =

24n this text we mainly consider regular closed sets with repect to one topology .7. Therefore the
notation Z(X) and % (%) does not cause any ambiguities.
25This result holds for any topological space X.
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{¢}, a contradiction. Therefore, int ¢ = @. Let U = [J{¢} be a regular closed set.
Then, by invoking Proposition 2.25 we have

U = clint U = clint (| Jfe}) = Jetint & = J{er¢ | %7},

which proves that every regular closed set is union of elements cl¢, for ¢ € ¥,
The latter form an anti-chain in %Z(¥), i.e., again invoking Proposition 2.25,

(2.21) clé Acld =clinté Aclinté =clint((n¢') = 2,

which proves that cl¢, for ¢ € X', are atoms. The map cl: Set(¥') — Z(¥) pre-
serves union. Consider cl U A cl U'. By (2.21) we have

cdUnrclll = UclgAUclﬁl :Udf”:Cl(U{f”}),

where | J{¢"} = U n U/, which proves that cl: Set(¥') — Z(¥X) is a homomor-
phism. Any U € Z(¥) is uniquely represented as U = (Jecl € = cl(J{¢}), £ € XT
which shows that # n X' yields the unique set of generating cells £ € X' . O

Regular closed sets in X do not necessarily yield regular closed sets in X un-
der evaluation. However, if (¥, cl,| - |) is Boolean, cf. Defn. 2.9, then we have the
following correspondence: |U| = |clintU| = cl|int U| = clint|U|*® and thus a
subset U — ¥ is regular closed in X if and only if |U/| c X is regular closed in X.
This way the image of | - |: Z(¥) — Z(X) yields the finite Boolean subalgebra
Ho(X) contained in Z(X). The subalgebra %, (X) is generated by the set of atoms
J(%o(X)) :={cl¢] | €€ X}

PROPOSITION 2.27. Let (X, cl, |- |) be a Boolean CA-discretization for X. Then, the
map
[ 1: Set(XT) — #o(X), &~ [g] = elle], ™
is a lattice isomorphism and thus a Boolean isomorphism.

Conversely, a finite sub-algebra %,(X) < #(X) yields a finite closure algebra
(Set(¥), cl) as follows. Define [%(X)] as the smallest sub-algebra in Set(X) con-
taining %, (X). Denote the set of atoms by J([Zo(X)]) := {[¢| | £ € X} for some
finite set X. This defines the pre-order (X, <) via the relation: £ < ¢’ if and only if
€| < cl|¢’|. Via the pre-order we obtain a closure operator on Set(¥) via (2.8).

PROPOSITION 2.28. Let Zo(X) < Z(X) be a finite sub-algebra. Then, [%y(X)]
Set(X) defines a unique finite closure algebra (Set(¥X), cl), where the cl is defined by
(2.8).

The above statement can be rephrased as: a finite sub-algebra %, (X) ¢ Z(X)
induces a unique Boolean CA-discretization (X, cl, | -|) for X, where |- | an injective
homomorphism of closure algebras.

261f (¥,cl,| - |) is Boolean then int |U| = | int U| follows from the relation for closure.

2’ The join-irreducible element in a finite Boolean algebra and the atoms that generate the Boolean
algebra.

28The notation | - |l is called closed realization.
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2.6.2. CW-decomposition maps. Consider a discretization disc: X — X with-
out indicating a specific pre-order on X for now. Let B¢ and B? denote the open
and closed unit balls in R? respectively (where B® and B° denote the one point
space). We say that £ is an g-cell if |¢| is homeomorphic to an open ball B?. The
integer ¢ is called the dimension of ¢ and is denoted dim¢. Suppose disc has the
property that every ¢ is an g-cell for some ¢. Given such a discretization map as-
signing dimension to a cell is an order-preserving map

dim: X — (N, <),

when ¥ is regarded as anti-chain. Note therefore that the anti-chain X is a naturally

graded set with respect to dim, i.e., X = | J, .y G4¥, where G, X = dim g is the set

qeN
of g-cells. The latter also yields the filtering

la— F %, |qeON),
where, by Birkhoff duality, F|,¥ = dim™'|q, |¢ = {0,1,--- ,¢} and ¢ € N. The

composition X dise, ¥ 4™, N, denoted by skel, also defines a discretization on X

and yields the filtering | g — F|, X =skel ™" |q, | g€ O(N).

DEFINITION 2.29. A CW-decomposition map on X, denoted by cell: X — ¥, is
a discretization map where each ¢ € X is an g-cell for some ¢g. Moreover, for every
¢ € X there is a continuous map fe: B9 — X, where ¢ = dim &, such that

(i) fe restricts to a homeomorphism f¢|ga: B? — [£];

(i) fe(BY~ BY) < Fl,_1X.
A subset U — X is open (closed) if and only if f; HU)is open (closed) in B? for all
¢ € X. A CW-decomposition map is regular if the maps f, are embeddings.

Note that if X admits a (finite) CW-decomposition map then X is a compact
Hausdorff space, cf. [34]. Since X is Hausdorff, it follows that | = f¢(B?).” CW-
decompositions are general enough to include simplicial and cubical complexes.
From a CW-decomposition map we can define the following finite topology in
terms of a pre-order on X:

¢<¢ ifandonlyif [¢] < cll¢],
which is called the face partial order on X.

LEMMA 2.30. The pre-order (X, <) is a partial order and the associated Alexandrov
topology is a T topology.

PROOF. Suppose £ # £ and & ~ &', ie. £ < & and ¢ < &, which implies that
cll¢| = cl|¢’| and thus f¢(B?) = fe(B?). Furthermore, f¢(B?) = f¢(BI~B?UB?) =

2By continuity f¢(B?) < clfe(B9) = [£]. On the other hand [¢] = clfe(B?) c clfe(B?) =
fe(B7) since the continuous image of a compact set is compact and in a Hausdorff space compact sets
are closed.
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fe(B? ~ B%) U [¢], and similarly fe(B?) = fo (B9~ B?) u |¢/|. By assumption
€] N |¢'| = @, which yields that

|§| c f£/<Bq AN Bq) C Fl(q—l)X? ‘§/| C fE(Bq AN Bq) c Fl(q—l)X

This contradicts the definition of F|,_1)X and the fact that all cells are realized as
disjoint sets in X. Therefore £ ~ ¢’ if and only if ¢ = ¢’ and < is a partial order and
the Alexandrov topology is Tp. O

The next step is to show that cell: X — (X, <) is a continuous discretiza-
tion map, i.e., that < is 7 -consistent. Moreover, we also show that dim is order-
preserving.

LEMMA 2.31. Let cl: Set(¥X) — Set(¥X) be the closure operator defined by face partial
order <. Then,

(i) <isa T -consistent partial order and cl|¢| = |cl | forall € € X;

(i) dim: (¥, <) — (N, <) is order-preserving.

PROOF. We have that cl|¢| = ||| = f¢(B?) and thus, as before using Definition
2.29(i)-(ii), fe(B9) = fe(BY ~ B1 U BY) = f,(B4~ BY) U [¢|. This implies that cl[¢|
is a union of sets |¢’| and more precisely

clig) = {11 11¢' < clely = J{I€']1€ < &} = Jele],

which proves (i). As for (ii) we have that cl|¢| \ [¢] = fe(B? ~ B?) = [J{|¢'| | ¢ <
£} © Fiq-1X and thus dim¢’ < ¢ — 1. Consequently, ¢’ < ¢ implies dim¢&’ <

dim €. 0

Lemma 2.31 shows in particular that cell is continuous open map and thus a
discretization with respect to the face partial order. Moreover, | - | is an injective
homomorphism of closure algebras. Indeed by additivity of | - | and cl we have

that cl|U| = |c1 U] for all U € Set(¥). The associated CA-discretization (X, cl, |- |) is
Boolean and is called a CW-decomposition for X.

LEMMA 2.32. A CW-decomposition map cell: X — X is a natural discretization
30
map.
PROOF. For every closed subset U — ¥ the realization |U| < X is a sub CW-
decomposition and therefore a deformation retract of a neighborhood in X, cf. [34,

Prop. A.5.]. O

2.6.3. General closure and bi-closure algebras. A more general notion of clo-
sure algebra is given by a Boolean algebra B = (B, v, A,” ) and an operatorcl: B —
B (an abstract closure operator) satisfying Axiom (K1)-(K4).*! The Boolean alge-

bra B is not necessarily complete, nor atomic. Such algebras are referred to as

30cf. Defn. 2.17.
31Replace @ and X by the neutral elements 0 and 1 respectively, as well as the binary operations
and complement.
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closure algebras and are denoted as (B, cl). In [51] various representation results
for general closure algebras are given. For a closure algebra the lattice of closed
elements is given by Fwdset(cl) = {b € B | cl b < b}. The latter can be consid-
ered as generalized topological space, q.v. [55]. In terms of closed sets this entails that
Fwdset(cl) is a bounded lattice, cf. Prop. 2.1 and if A b, b € Fwdset(cl), exists in B,
then A b € Fwdset(cl). Moreover, the expression max{a | b < a, cla = a} exists in
B. By definition the latter satisfies b < max{a | b < a, cla = a} < cl b and thus
itexistsand c1b = Af{a | b < a, cla = a}. The generalized topological space is
denoted (B, Fwdset(cl)). Closure algebras are equivalent to generalized topolog-
ical spaces. In a similar fashion a bi-closure algebra is given by a Boolean algebra
and two abstract closure operators cl, cl’: B — B and is denoted by (B, cl, cl'). For
bi-closure algebras we have an associated generalized bi-topological space. The
same consideration hold if we used derivative operators.

For bi-closure algebras discretization can be formulated as bofore. An embed-
ding

B (Set(%),cl,cl') — (B,cl,cl'),
is a bi-topological CA-discretization if cl|U| < |clU| and cl'|U| = |cl'U| for all U =
X. In order to describe discretization in terms of continuous discretization maps
we need to use a representation of the bi-closure algebra such as the approach by
Mckinsey-Tarski, cf. [51], or Jonsson-Tarski, cf. [38].

In a slightly more general setting one may define a modal algebra by specify-
ing a Boolean algebra B and an operator ¢: B — B satisfying (M1)-(M2).** The
latter is called a(n) (abstract) modal operator and the associated modal algebra is
denoted by (B, ®). For a modal algebra the lattice of closed elements is given by
Fwdset(®) = {b € B | ®b < b}. Similarly a bi-modal algebra is given by two modal
operators ®,®': B — B and is denoted by (B, ®,®’). Even though the closed
element almost yield generalized topological spaces the correspondence is more
involved in this case.

32 As for closure algebras use the neutral elements 0 and 1.



CHAPTER 3

Flow topologies and discretization of dynamics

In the previous sections we discussed topological and bi-topological spaces
in terms of closure algebras which is the appropriate language for formalizing
discretization of topology. The next step is to model the dynamics of semi-flows
on topological spaces via appropriately constructed topologies on X . Such topolo-
gies may be realized in many different ways and we refer to the dynamics induced
topologies as flow topologies. The objective is not to develop explicit methods for
discretizing dynamics but to describe the contours of a theory that discretizes dy-
namics in terms of discretizing two topologies.

3.1. Dynamics as topology

As discussed in the previous sections a topological space (X, .7) can be equiv-
alently described via the closure algebra cl: Set(X) — Set(X). This description is
convenient for introducing new topologies in relation to dynamical systems.

3.1.1. Basic flow topologies. For a semi-flow ¢ define the (completely addi-
tive) modal operators ', I'" : Set(X) — Set(X) given by

(3.1) U—TU:=|Jp(-t,U), U~TrU:=|]etU),
t>0 t>0

The operators '~ and I'* which are called the strict backward image and strict for-
ward image operators respectively. The operators cI” =id uI'” and cI™ =id U T'*
are obtained by taking ¢ > 0 and satisfy all four Kuratowski axioms (K1)-(K4) for
closure operators. The derivative operators I'~ and I'* define the topologies .7~
and .7t on X respectively, which are Alexandrov topologies on X. The associ-
ated specialization pre-order on X defined by .7+ will be denoted by <* and is
defined by y <* z if and only if y € cI" {x}. The latter is characterized by

y<txz ifandonlyif y=p(t,z) forsome ¢t = 0.

The pre-order <* does record the directionality of the flow ¢ but discards the
sense of time and invariance. The closed sets in .7 * are the forward invariant sets
for ¢ and are denoted by Invset (). As a matter of fact, using the notation in Sect.
2.2, we have that Invset* (¢) = Fwdset(I't') = Fwdset(cl"). The two topologies .7
and .7t combined comprise the bi-topological space (X, 7, .7 *). The associated
specialization pre-order on X defined by .7~ will be denoted by <~ and is defined
by y <~ zif and only if y € cl” {z}. This pre-order is characterized by y <~ x if

29
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and only if y € ¢(—t,x) for some ¢t > 0, ie. x = ¢(t,y) for some ¢t > 0. This
shows that <™ is the opposite pre-order to <* and closed sets in .7 * are open sets
in 7~ and vice versa. The Alexandrov topologies .7~ and .7+ are each other’s
opposites. The closed sets in .7~ are the backward invariant sets for ¢ and are
denoted by Invset™(¢). The two topologies .7 and 7~ combined comprise the
bi-topological space (X, 7, .7 7).

REMARK 3.1. For the topologies .7~ and .7 * the closure and conjugate clo-
sure operators are related: el* = star™ = cl” and ¢l” = star™ = cl*.

Since cl” and cl* are closure operators '™ and I'* are (canonical) derivative
operators satisfying the Axioms (D1)-(D3). Observe that

e (o) = ot U ets0)) = J U et o5 0))

(3 2) t>0 s>0 t>0s>0
= U o(s+t,U)=T"U,
s+t>0

and therefore I'" satisfies the stronger idempotency axiom (K3), i.e. I'"(I'"U) =
I'*U and I'* is an idempotent derivative operator. In the same way one proves
that I'~ satisfies the idempotency axiom in (K3).

The derivative operator I'* is associated with a binary relation on X: y <™ z
ifand only if y = (¢, z) for some ¢ > 0. Observe that the <™ is a transitive relation
and the reflexive closure yields the specialization pre-order <*. Points = € X for
which I' {z} = {2} correspond to fixed points of ¢ and are examples of reflexive
points for <*, ie. <t z. Other reflexive points are given by periodic orbits
for ¢, cf. [1]. The derivative operator I'* does not detect invariant sets in general.
Indeed, for ¢(t,x) = x+t the set U = (0, 00) satisfies Tt U = U but is not invariant.
To capture invariance one can use 7-forward image operator I'} and topology 7+
by considering forward images from ¢ > 7 and similarly for 7 negative. cf. Sect.
6.1. In view of the considerations in Sect. 2.2 one can also consider the topology
7, defined via the modal operator ® defined by ®U = ¢(7,U) for some 7 # 0. In
particular we have that

Tt It e, >0,
and the same for 7 < 0 and all topologies are Alexandrov. The flow topologies
capture directionality but do not require any continuity properties on ¢. An in-
teresting feature of topological dynamics is to study convergence and decomposi-
tions. To do so we will now explore an alternative way to recast dynamics in terms
of topology.

REMARK 3.2. If ¢ is a continuous semi-flow then the continuity of (¢, -) with
respect to the topology .7 T is immediate. Continuity of ¢ with respect to .7 yields
interaction of the two topologies as a manifestation of the continuous semi-flow
¢ on X. This implies the subcommutativity for 7 and 7+, ie. U € X J*-closed
implies that ¢l U is 7 T-closed. This makes the space (X,.7,7 ") a (7,71)-
subcommutative bi-topological space.
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3.1.2. The block-flow topology 7,~. As our aim is an algebraization of dy-
namics that recovers invariance based on Wazewski’s principle, cf. [12], we study
the attracting and repelling blocks of ¢. Recall that closed attracting blocks are de-
fined by

(3.3) ABlockg () :={U c X | clU = U, ¢(t,U) < int U, V¢ > 0}.

Let U,U" € ABlocky(p). If the singular homology satisfies H(U,U’) # 0, then
Inv(U N U") # @, cf. Sect. 4.5. In order to incorporate attracting blocks into the
theory of (bi)-closure algebras we construct topologies derived from the basic flow
topologies. In general, there are a number of options to define such topologies.
We highlight one particular choice that serves the purpose of constructing closed
attracting blocks, cf. Sect. 6.1.

LEMMA 3.3. The operator I', := I'~cl is a modal operator.

PROOF. Axioms (M1)-(M2) in Section 2.2 are satisfied since cl is a closure op-
erator and I'~ is a derivative operator, which establishes I';” as a normal, additive
operator on Set(X). O

The operator I'; does not define a derivative operator since (D3) is not satis-
fied in general. Using the theory in Section 2.2 I';” can be used to define a topology
on X.

DEFINITION 3.4. A subset U < X is closed with respect to I'; if and only if
I'; U c U. Such set are denoted by Fwdset(I',").

By Proposition 2.1 Fwdset(I',") defines a topology on X which is denoted by
J,” and is called the block-flow topology on X. Observe that the condition that
U c X is 7, -closed is equivalent to the condition ¢(—t,cl U) < U for all ¢ > 0.
The associated closure operator is given by

(3.4) oy U= {U' > U | U’ e Fwdset(T;)}.

By definition the block-flow topology 7, is not necessarily an Alexandrov topol-
ogy. A subset U < X is 9, -closed if c1, U = U.

PROPOSITION 3.5. The block-flow topology 7, is a coarsening of the Alexandrov
topology 7~ which is generated by cl™, i.e. cI” < cl, .

PROOF. By definition I'"U < I';JU < U which implies '"U < U. Therefore,
c” ccl,. (I

PROPOSITION 3.6. The maps ¢(t, -) are continuous in the block-flow topology 7.~
forallt > 0.

PROOF. For the backward image it holds that ¢(—t,I"U) = I'"p(—t,U), t >
0, and thus ¢(—t,I"clU) = T'"¢(—t,cl U) o I'"cl p(—t,U). Suppose U is .7, -
closed,i.e. ' U c U. Then,

F:‘P(_tv U) c QO(—t, F:U) c <p(_t7 U)?
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which proves that ¢(—t,U) is 7, -closed. The latter proves that for every ¢t > 0
the map (¢, -) is continuous in the .7,~-flow topology. O

Observe, by Proposition 3.6, that ¢(¢,-) is continuous in both topologies .7
and .7,~. The block-flow topology .7, defines a new, derived subcommutative
bi-topological space (X,.7,.7,”). Open and closed sets in the block-flow topol-
ogy .~ can be characterized via the semi-flow ¢.

LEMMA 3.7. A subset U < X is closed in the block-flow topology 7, if and only if
(3.5) o(=t,clU)c U, Vt>O0.
Similarly, a subset U < X is open in the block-flow topology I, if and only if
(3.6) e(t,U) cintU, Vt>O0.

PROOF. By definition a subset U < X is .7, -closed if and only if cl;U = U
which impliesI'; U < U and thusI'"cl U < U. The latter implies that o(—t,clU) <
U for all t > 0. Conversely, if (3.5) holds then I'"cl U < U and thus cl, U = U.

By definition a subset U — X is .7, -open if and only if U¢ is .7,”-closed, i.e.
w(—t,clU°) < U° for all t > 0. The latter is equivalent to ¢(—t,cl U°)¢ o U for all
t > 0, which results in the equivalent statement that o(—¢,int U) > U for all ¢ > 0.
If we compose the latter with ¢(t, -) we obtain

o(t,U) < o(t,p(—t,intU)) < intU, Vt> 0.
On the hand, composition of (3.6) with the inverse image ¢(—t, -) gives
Uc <p(—t,<p(t, U)) c (=t intU), Vt>0,
which prove that U is .7, -open. O

The (.7, 7, )-pairwise clopen sets in (X, .7, .7,”) are defined as sets U < X
that are closed in .7 and open in .7,~.

THEOREM 3.8. A subset U < X is a closed attracting block, cf. (3.3), if and only if
Uisa (7,7, )-pairwise clopen set in (X, T, T,).

PROOF. This follows from Lemma 3.7 and the definition of closed attracting
blocks, cf. Eqn. (3.3). O

The set of closed attracting blocks ABlock« () is a sublattice of Set(X), cf.
[42, 43], [40]. This lattice is not complete in general. The (.7,~, .7 )-pairwise clopen
sets correspond to open repelling blocks. Indeed, |1/ is open and (3.6) we have that
o(—t,cl |U|) < |U| for all t > 0. We denote the open repelling blocks by RBlock ¢ ().

REMARK 3.9. The continuity of ¢ in the .7 -topology can be relaxed to an R*-
parameter family (¢, -) of continuous maps in the 7-topology for all ¢ > 0. This
implies in particular that we can apply discretization and topologization to other
families of maps such as t € Z* which is equivalent to iterating a map, i.e. discrete
time dynamics. Continuity of ¢(t, -) implies a more equal role for both topologies.
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The continuity of ¢ on R™ x X comes in in two instances, (i) equivalent discretiza-
tion via condensed Morse pre-orders, cf. Sect. 3.3, and (ii) algebraization in order
to invoke Wazewski’s principle for finding invariant sets, cf. Sect. 6.1 and [12].

REMARK 3.10. If we consider variations of the operator I'; suchas '] = I'cl
then the (7,7, .7)-clopen sets are open attracting blocks and the (.7, 7, )-clopen
sets are the closed repelling blocks. Other variations entail ¢] I't and ¢l I'", cf.
Rem. 3.2 and Sect. 6.1. Our definition of block-flow topology is suitable for the
theory in this text.

3.2. Discretization of the block-flow topology

In Section 2.3 we discussed discretization of topology in terms of closure al-
gebras and derivative algebras. The standard CW-decompositions of spaces are
examples of such discretizations. In this section we apply the closure algebra dis-
cretization to the block-flow topology which provides the appropriate discretiza-
tion of dynamics. As we have encoded ¢ as a topological space (X, .7, .7,7), we
can apply the tools from Section 2.3, e.g., CA-discretizations, MA-discretizations,
discretization maps and topology consistent pre-orders.

Let X be a finite sets and let cl, : Set(X) — Set(¥) be a closure operator such
that cl; |U| < |el; U| for all U € Set(¥). This induces a pre-order < by (2.8) and
yields the continuity of disc: (X, .7,”) — (¥,<) defined in Eqn. (2.12). Con-
versely, if < is any .7, -consistent pre-order with respect to disc then the associ-
ated closure operator cl, defines a CA-discretization for (X, .7,7).

LEMMA 3.11. A pre-order <_ on X with associated closure operator cl, : Set(¥) —
Set(¥X) is 7, -consistent with respect to disc: X — X if and only if

(3.7) (=t cllg]) c lelg€], VE>0, and VEeX.

PROOF. The discretization disc: X — X is continuous if and only if U closed
in (X, <) implies that |U] is .7,”-closed. Assume (3.7) is satisfied. Let cl; U = U,
then

p(—t,c|U)) = | (=t clié]) = [ leli¢]

el gell
= |t (Utey)| = ezt = 11, ve > o,
el
which proves that I'; |U| < |U| and thus |U| is 7, -closed. Conversely, if disc
is continuous, then U closed in (¥, <) implies |U| is J, -closed and therefore
o(—t,cl|U]) < |U|. Choose U = cl, €. This implies that

o(—t,cllf]) € o(—t,cllel €]) = |cl €], Vt>0, and VEeX.
which establishes (3.7). (]

In the discrete setting we can define the discrete analogues of the block-flow
topology (X, Z,”) via discretizations of .7 and .7 . Let I'" : Set(¥) — Set(X) bea



34 3. FLOW TOPOLOGIES AND DISCRETIZATION OF DYNAMICS

discrete derivative for .7~ and define the additive operator I'; := I'"cl: Set(X) —
Set(¥).
LEMMA 3.12. The triple (Set(X,T,|-) defines a MA-discretization of (X, I.7).

The associated discrete closure operator is given by cl; = |J;, (I‘:)k and the triple
(X,cl,, |- |) is a CA-discretization for (X, 7,7).

PROOF. In order to establish (Set(¥, ', |-) as a MA-discretization we use the
fact that cl defines a CA-discretization (X, cl,| - |) for (X,.7) and '~ defines a
MA-discretization (¥,T'~, | - |) for (X, .7 ). This implies, for U c ¥, that

(3.8) Iy U=T"cU cT7|clU| c Tl U| = T, U,
which by Proposition 2.11 shows that (Set(¥, T, , |-) is a MA-discretization of (X, .7, )
and provides the expression for cl, . It remains to show that disc: X — X is con-

tinuous. Let U = {¢}, then (3.8) yields ¢(—t,cl|¢|) c T'7|¢] < |[T. €| < |el, €| for all
t > 0 which, by Lemma 3.11, proves that disc continuous. O

The following lemma formulates a criterion for discretizing the block-flow
topology 7, without using a discretization for .7 .

LEMMA 3.13. Let ®: Set(X) — Set(X) be a modal operator such that
(3.9 o(—t,cll¢]) < |¢§|, Vt>0, and VéeX.
Then, the operator cl; = ®*+= = J,_, ®*: Set(X) — Set(¥X) is a closure operator and
yields a CA-discretization (X, cl, , |- |) of the block-flow topology (X, 7,7).

PROOF. The fact that ®*= is closure operator follows from Lemma 3.12. By
assumption |, , ¢(—t,cll§]) = T [¢| < |®E|. As in the proof of Lemma 3.12 this
implies that p(—t,cl|¢]) < TJ|¢| < |®E| < [@T=E| < el €] for all ¢ > 0 which
proves that disc is continuous, completing the proof. O

The following result gives a local version of the above criterion and provides a
practical method for constructing CA-discretizations for the block-flow topology.
Fig. 3.1 displays an example of a discretization of both (X, .7) and (X, 7,7).

THEOREM 3.14. Let (X, .7) be compact and let ®: Set(¥) — Set(X) be a modal
operator. Assume that for every § € X there exists t¢ > 0 such that

(3.10) (=t cllg]) < [®E], VO<t<te, and V{eX.
Then, (X,cl, .| -|), with cl; = ®*=, is a CA-discretization for (X, F,”).
PROOF. The proof of based on the following observation. By the compactness

of X we may assume, without loss of generality, that t¢ > ¢, > 0 for all £ € X.
Then, ¢(—t,cli¢]) < |®E| for all 0 < ¢ < t, and for all € X. Observe that

p(—2t,cll€]) = p(—t, p(—t,cll€])) = o(—t, |®E])
< (—t,cl|®e]) c |B2%¢],
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FIGURE 3.1. The topological space (X, .7) and semi-flow ¢ [left 1]. A
discretization of X with 7 -consistent pre-order (¥, <) [middle 2, 3]. The
relation &~ [middle 4] which generates the .7, -consistent pre-order
(¥, <u) [right 5]. The discretization map disc: X — ¥ is continuous with
respect to both topologies. Common coarsening of (X, <) and (X, =)
[right 6] resulting in a Morse pre-order (¥, <N [right 7]. All pre-orders
are represented by their Hasse diagrams.

which yields ¢(—kt, cl|¢]) = |®F¢| = [@+=U|, forall k > 0 and for all 0 < ¢ < t,.
As in the proof of Lemma 3.13, p(—t, cl|¢]) < [@1=¢| < el €] for all ¢ > 0 which
proves by Lemma 3.11 that disc is continuous, and thus (¥, ®*=,| - |) is a CA-
discretization for (X, .7,7). O

REMARK 3.15. The operator ® defines a relation on X: (7, §) € ¢ if and only
if n € ®E, cf. App. A.3. The transitive, reflexive closure of ¢ is the pre-order <
associated to cl; := &+=,

REMARK 3.16. For discretizing the flow topologies .7~ and .7 we can use
the criteria in Lemmas 3.11 and 3.9 by discarding the topology .7, i.e. take cl to be
the identity map. For example a discrete closure operator cl*: Set(¥) — Set(¥)
yields a CA-discretization for 7 if and only if p(t,|£]) = |cl17¢| for all ¢t > 0 and
forall £ € X, i.e. 7 *-consistency for the associated pre-order <™.

REMARK 3.17. The definition of the block-flow topology in Section 3.1.2 uses
the modal operator I';. This construction works for any modal operator ® on
Set(X) as is explained in Section 2.2.

3.3. Morse pre-orders

In this section we explain the implications of discretization with respect to
two topologies in the sense of (7, 7, )- pairwise clopen sets. We consider the
bi-topological space (X, .7, .7,”) and we use the theory in Section 2.5 to discuss
discretization in this setting. Let disc: X — X be a discretization map and let
(X, <") be an anatagonistic pre-order for (X, .7, Z,”), which motivates the follow-
ing definition:
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FIGURE 3.2. Intersection of both the lattice of down-sets O(¥, <) and
up-sets U(¥, <.) for Fig. 3.1 yields the coarsening (SC, <) [right] of the
Morse pre-order (¥, <').

DEFINITION 3.18. Let disc: X — X be a discretization map. A Morse pre-order
on ¥ is an anatagonistic pre-order <' for (X, 7, .7,7), i.e
(i) <'is J-consistent with respect to disc;
(ii) <'is Z,7-co-consistent with respect to disc.

The associated closure operator is denoted by cl': Set(¥) — Set(¥).

By Theorem 2.22 (X, <) is an antagonistic coarsening of discretizations for
both .7 and 7,7, cf. Sect. 2.5. The conditions for an antagonistic pre-order im-
ply that for U < ¥ we have that (i) cl|U| < |c1'U| and (ii) cl; |U| = |starf U|. In
particular, if U € O(¥X, <), then cl'll = U and thus |U| is T -closed. Moreover,
if U € O(X,<T), then |U| is ., -open, cf. Sect. 2.4.1, which implies that |U| sat-
isfies ¢(t,|U|) < int|U| for t > 0, cf. Lem. 3.7. These facts combined show that
U e O(X, <) implies that |U| is a (7, Z,”)-pairwise clopen set and therefore a
closed attracting block, i.e. |U| € ABlock (¢). We have the following commutative
diagram:

Set(X) +——— ABlockg ()
(3.11) -{ I
Set(¥) «—=——~ O(¥,<)

THEOREM 3.19. Let disc: X — ¥ be a discretization map. A pre-order (X, <")isa
Morse pre-order on X for (X, 7, 7,7 if and only if |c1'¢| is T-closed and

(3.12) o(t,|¢]) < int|clTe|, Vvt >0,
forall§ € X.

PROOF. If (¥, <) is a Morse pre-order then for every U € O(X, <), |U| is 7-
closed and ¢(t, |U|) < int |U| for t > 0. Take U = cl'¢. Then, |cl'¢| is 7 -closed and
o(t,|€]) < o(t, |e1'¢]) < int|cl'¢| for all ¢ > 0.
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Conversely, suppose |c1'¢| is 7-closed and (3.12) is satisfied. To prove that
(¥, <") is a Morse pre-order we show that it is .7 -consistent and .7, -co-consistent
with respect to disc. Let U € O(¥, <'). Then, c1'l/ = U and

Ul = [e1't] = [er' | Jie}] = [ Jel'e| = fer'e].

is 7-closed. Therefore, U closed in (¥, <') implies that disc™'U = |U| is T -closed
and thus <" is .7 -consistent with respect to disc. Moreover,

o6, 1) = ot 161) = ot é]) < | Jime fel'e]
c int U lel¢] = int [l U| = int |U|, V¢t >0,

which implies that |U| is 7, -open. Therefore, U closed in (X,<") implies that
disc U = |U| is .7, -open by (3.6). Recall that .7, -co-consistency can be charac-
terized as follows: U° € O(¥X, =1), then |U|¢ = |U°| is F, -closed, which is equiv-
alent to U € O(X, <'), then |U| is 7, -open, cf. Sect. 2.4.1. Using the latter proves
that <' is .7, -co-consistent with respect to disc. O

REMARK 3.20. The .7-consistency of (X, <') with respect to disc implies that
cll¢] < |el¢| forall € € ¥. In particular, this implies that ¢(¢, cl|¢|) < ¢(t, lelfe])
int |cl’cl’¢| = int |cl'¢], for all £ > 0 and for all € € ¥.

If ®: Set(X) — Set(¥X) is a modal operator such that
(3.13) o(t,[¢]) < int|®¢|, VE>0, and VEeX.

then Theorem 3.12 implies that the operator clg = ®+= = [ J, ., ®": Set(¥) —
Set(X) is an antagonistic closure operator for (X,.7, 7, ), cf. Lem. 3.13. If (X,.7)
is compact then (3.13) can be weakened to 0 < ¢ < t¢, cf. Thm. 3.14

3.3.1. Morse tessellations. For a Morse pre-order (X, <') the down-sets yield
a sublattice O(X, <) of closed attracting blocks. Following the theory in Section
2.5 a Morse pre-order (¥, <') yields a finite discretization map dyn: ¥ — SC which
is defined by combining the formulas in (2.16) and (2.18). The latter is dual to the
embedding O(SC) =~ O(¥, <) — Set(¥X). The composition

disc dyn

X SC,

defines a continuous Ty-discretization of X which is denoted by tile: X — SC, cf.
(2.20) and which defines an SC-grading on X, cf. App. C.1. Compare the latter

disc dim

with the composition X X N which defines an N-grading on X.

The diagrams in (1.1) and (2.19) show how dyn is order-preserving and order-
reversing with respect to (X, <) and (X, <) respectively, cf. Sect. 2.5. Diagram
(1.1) also shows the continuous Ty-discretization maps

tile: (X, 7) — (SC,<) and tile: (X, J.7) — (SC*,>),
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by factoring through (¥, <) and through (¥, <_) respectively. A Morse pre-order
can therefore be thought of as grading of X which, as Tj-discretization, is a con-
tinuous map tile in the above sense. A down-set U in (SC, <) is a down-set in
(¥,<) and an up-set in (¥, <, ') and therefore closed in (X,.7) and and open in
(X, 7.7) respectively. By Lemma 3.7 this implies that down-sets U in (SC, <) re-
alize to closed attracting neighborhoods tile™ ' € ABlock (). On the level of
classes S € SC the inverse image of tile yields an SC-graded tessellation (T, <)
with

(3.14) T:={T =tile”'S | S eSC},

such that |T is 7-closed and .7, -open, i.e. ¢(t,z) € int | T for every z € T and
for all tiles 7. The latter follows since |7 = [tile™'S = tile™' |Sand |Sis a
down-set in SC, cf. [44, Defn. 8]. This motivates the definition:

DEFINITION 3.21 (cf. [44], Cor. 4). An ordered tessellation (T, <) of X, cf. Defn.
C.1, is called a Morse tessellation for ¢ if for every T' e T
(i) |Tis 7-closed;
(i) |Tis F. -open,ie. o(t,z) €int |T,forallz € T and for all ¢ > 0.
The sets T' € T are called Morse tiles.!

Conversely, Morse tessellations yield Morse pre-orders and associated space
discretizations. Indeed, for a Morse tessellation (T, <) we declare the tiles to be
the cells in ¥ and the partial order is the Morse pre-order on X. By definition this
defines a discretization for both (X, .7) and (X, .7,7). In the next subsection we
discuss a more refined reconstruction based on regular closed sets.

REMARK 3.22. One can obviously build larger sets X by for example consid-
ering 7 or ., closure of the tiles T'. One can also define fine structure within the
tiles. In the next section we explain a specific reconstruction in the case of regular
closed tiles.

Morse tessellations are a defining structure for Morse representations, cf. [44].
The considerations in this subsection explain that Morse tessellations are equiva-
lent to Morse pre-orders which will be the central structure for discussing connec-
tion matrix theory in Sect. 4.

3.3.2. Regular closed attracting blocks. This section discusses a special prop-
erty of closed attracting blocks, cf. (3.3).

THEOREM 3.23. Let U € ABlock« () be a closed attracting block, then U is a requ-
lar closed attracting block, i.e. ABlocks () = ABlockg (), where the latter denotes the
lattice of regular closed attracting blocks. Moreover,

UNU =UNU,

1Equivalently, forevery I € O(T, <), || := Upe; T € ABlock(p), i.e. T = T(N) where N is given
by N = {|I| | I € O(T, <)} < ABlock(y).
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forall U, U’ € ABlocke ().

PROOF. Let U < X be a closed attracting block. By definition clintU < U.
Suppose U \ clintU # @. Letz € U ~\ clintU. Choose ¢, > 0 with ¢, — 0 as
n — oo. Since U is an attracting block we have that y, := ¢(t,,z) € intU for
all ¢, > 0. By the continuity y,, — = as n — o0 which implies that = € clint U,
a contradiction. Therefore U = clint U, which proves that U is a regular closed
attracting block, cf. [43, 44].

If U,U’ € ABlocky(¢), then U n U’ € ABlocky(¢) and thus U n U’ is a closed
attracting block and therefore a regular closed attracting block. This implies that
UnU =cdint(UnU")=U AU O

By Theorem 2.22 we may assume that a Morse pre-order (¥, <') is induced by
a bi-topological CA-discretization (¥, cl, cl, , ||) for (X, 7, 7, ). Assume without
loss of generality that O(¥, <") = ¥¢/(X) and cl = ¢l and cl; = star'. Moreover,
assume that (¥, cl,| - |) is Boolean CA-discretization. Let U € € 0(X), then, since
|U| € ABlock (i), the set U is regular closed and |U nU'| = |U|~ |U'| = |U| A |U'| =
|U A U'|, which yields the following regular closed analogue of (3.11):

R(X) +——— ABlocks(¢p)

(3.15) I Il

#(X) ———— 0o(X, <N

The down-sets for a Morse pre-order yield a sublattice of ABlock« (¢). Conversely,
for a finite sublattice N = ABlock« (¢) we can construct a Boolean CA-discretization,
cf. Sect. 3.4.2 and Rem. 3.31. Morse pre-orders provide an important reduction of
discretization data as is explained in the next section.

3.4. Condensed Morse pre-orders

In this section we assume that (X, cl, |-|) is Boolean CA-discretization of (X, .7).
The fact that closed attracting blocks are regular closed sets, cf. Thm. 3.23, is a cru-
cial property for reducing the data structures in the theory of Morse pre-orders.
Such a discretization will be referred to as a condensed Morse pre-order .

3.4.1. Pre-orders on top cells. The bottom embedding O(X, <') — 2Z(¥X) in
(3.15) is inclusion since U n U = U A U, which follows from the fact that the
evaluation map |-|: Z(¥) — Z(X) is a homomorphism and (¥, cl, | -|) is Boolean.
Since Z(¥X) = Set(X"), cf. Prop. 2.26, we can dualize the homomorphism

~ ~

0(SC, <) = 0¥, <" — 2(¥) = Set(X),

which yields the surjection 7: ¥ — (SC, <), where X' is unordered and where

SC = J(O(X,<M)).
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DEFINITION 3.24. The induced pre-order <" on ¥, defined by
¢<'¢ ifandonlyif (&) < m(¢),
is called a called a condensed Morse pre-order for <'.?

By construction we have that O(¥,<') =~ O(¥',<") = O(SC,<). The asso-
ciated closure operator on Set(¥X") is denoted by cl'. By Proposition 2.26, U e
O(X", <) implies c1 U € O(¥, <') and thus, since (¥, cl, | - |) is Boolean, cl [U'| =
lcl U'| e ABlocks(p). Consequently (t,|cl U'|) < int|cl U'| for all ¢ > 0.
Let UT = cl'¢, with ¢ € X', Then, o(t, €)= ¢(t el c1T§|) c int|cl cl'¢|
int cljcl'¢| = int |cl'¢| for all £ > 0. The latter is a condition on only the top cells.
We show below that any pre-order (X', <7) satisfying the latter is a condensed
Morse pre-order induced by a Morse pre-order.

THEOREM 3.25. A pre-order (X', <) is a condensed Morse pre-order for <! if and
only if

(3.16) o(t,]€]) < intfele|, vt >o0.

Condition (3.16) is a characterization of condensed Morse pre-orders and can
be used as alternative definition of condensed Morse pre-order .

REMARK 3.26. If (X,.7) is a compact topological space then the criterion in
(3.16) is equivalent to the condition: for every ¢ € X' there exists a t¢ > 0, such
that o (¢, [¢]|) < int[cl’¢| forall 0 < ¢ < ;.

REMARK 3.27. For a binary relation ¢ < ¥ x X' the transitive, reflexive clo-
sure ¢*= defines a pre-order on X'. If (3.16) is satisfied with cl', = (¢*=)71,
then ¢ will also be referred to as a condensed Morse pre-order for <'. The def-
inition of condensed Morse pre-order is reminiscent of the notion of weak outer
approximation in relation to the commutative diagram in (3.15), cf. [40], [43, Defn.
3.7], [44].

The Boolean algebra Set(¥ ) is a sublattice in Set(¥). The embedding does not
preserve the top element and the inclusion is not therefore Boolean. The closure
operator cl: Set(¥') — Set(¥X), given by U — cl U € O(¥, <), is additive but not
a lattice homomorphism in general. Since i: ¥' < (¥, <), with ¥ unordered, is
an order-embedding’ Birkhoff duality yields the surjective lattice homomorphism
j: O(¥,<) — Set(X") given by U — U := U n X", Schematically we pose the

2Since O(%,<™) = O(SC, <) = O(¥T, <) it follows that a pre-order < | is the restriction of <' to
the top cells %T, cf. Proof of Thm. 3.25.
3The top cells X" form an anti-chain in (¥, <), cf. Sect. 2.6.1.
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following lifting diagram:

(3.17) l

OX' < ) 19, Set(X)
Theorem 3.28 below shows that the identity map can be lifted as closure.

THEOREM 3.28. Suppose (X', <) is a pre-order that satisfies (3.16). Then, the
restriction cl: O(X', <) — O(¥, <) is an injective lattice homomorphism with j o cl =
id.

PROOF. By definition U = Uger{€} and since | - |: Set(X") — Z(X) is an
injective Boolean homomorphism, cf. Prop. 2.27, we have that U = Ueer I€]-

In combination with (3.16), the additivity of cl” and the fact that U € O(%T, <
we conclude

(1) = | elt gl = | (intere]) = int(|J Jere])
ceum celU’ celU™
= int” U c1T§H = int|el U cint U], V>0,
ceUm

which proves that | UT|is an attracting block for ¢. Since O(X", <) and ABlockz ()
are sublattices of Set(X ") and Z(X) respectively, and since | - ||: Set(¥") — Z(X)
is an injective Boolean homomorphism the evaluation map | - |: O(¥",<T) —
ABlockg(¢) is a injective lattice homomorphism. In particular we conclude that
lc1 U'| € ABlock () and el U € O(¥, <).

To show that the restriction of cl is a homomorphism it remains to check that
the unit and intersection are preserved. By definition cl ¥ = ¥ which proves
that the unit is preserved. By Proposition 2.26 we have that cl U e %(¥) and by
Theorem 3.23, [cl U'| A |l U'T| = [l U'| A |l U'T|. This implies,

U AU =l U A UT = U AU = [UT| AU = U7 AU
=AU A d U = U AU,

where we use Proposition 2.27 to conclude that U AU = U A |JUT|. The
fact that | - | is injective yields AU AU =cad U~ cd U, which completes the
proof. d

PROOF OF THM. 3.25. The direction that a condensed Morse pre-order satis-
fies (3.16) is given above. It remains to show that (3.16) yields a Morse pre-order.
Suppose (3.16) is satisfied. Then, by Theorem 3.28, cl: O(¥', <T) — O(¥, <) pro-
vided an embedding sublattice. From (2.15)-(2.17) we obtain a pre-order (¥, <')
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such that the range of the above closure is the lattice O(¥, <):

[¢)
—

0%, < oX'", <)

0%, <)

I

The pre-order (¥, <) is the desired Morse pre-order that induces (¥, <7). If we
choose <; = =" we obtain < as antagonistic pre-order for (¥, cl,cl,,||), cf. Thm.
2.22. (I

The novelty of the above construction is that the (injective) composition
0(5C, <) —— O(¥", <) 5 O(X, <) = Set(¥)
dualizes to the finite discretization
(3.18) dyn: (¥, <) — (SC, <),

which is defined in Section 3.3.1 and is given by the formulas in (2.16) and (2.18).
The finite discretization dyn recovers the Morse pre-order <" via ¢ <' ¢ if and
only if dyn¢ < dyn¢’, and < is the restriction of <' to X' The advantage of
using regular closed sets is that the Morse pre-order is completely determined
by the restriction (X', <) which is a much smaller data structure in general and
bypasses the topologies given by < and <. The following result gives a formula
for determining dyn in terms of <™:

THEOREM 3.29. Suppose (X', <) is a pre-order that satisfies (3.16). The finite
discretization dyn: (¥, <) —» (SC, <) is given by

(3.19) & dyn(¢) = nsncn{[nT] | nTestaré n %T},
where '] € SC is the partial equivalence class in (X', <) containing .

PROOF. Consider the commutative diagram

%*SC
(320) L%J Jbsc
J(O(¥, <)) s J(O(SC))

the maps ¢x and tsc are given by € =~ | ¢ and [¢T] 2% |[¢7], and cl: O(SC) —
O(¥, <). By the commutativity we have that dyn = 1g¢ o J(cl) o 1y, and J(cl)(U) =
minel ™ (TU) € J(O(SC)), U € J(O(¥,<)), cf. Thm. B.2. Recall that cl™"(U) =
{UT € O(SC) | el U" = U}. Note that in O(¥, <) the up-set |ux(€) is the set of
closed subsets in ¥ that contain :x(¢) = |¢ By definition 1™ (]:x(¢)) are all
UT € O(SC) such that c1 U = U for some U € O(¥, <) with | € = U. The latter is
equivalent to ¢ € U. Since cl U € O(SC) this implies that ¢l ( 1x(8)) = (U e
O(SC) |¢ecl ‘UT}. Since join-irreducible elements generate all elements in a finite
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distributive lattice we have that ¢l ™' (1:x(€)) = {U' € J(O(SC)) | € € cl U'} and
thus
J(el)(1x(€)) = min{U" € J(O(SC)) | e el U},

which is attained by a unique ‘ZAZT € J(0(SC)). Recall that U € J(O(SC)) if and only
if U = |S, 8 =[¢"] for some ¢T e X', Therefore, ¢ € c1 U if and onlyif £ e cln’
for some 1" € |[¢']. By duality £ € cl T if and only if ' € star & n X'. Consider
the set

{ln1eSC|nTestar{ n X}

~T ~T
Let ['] and [7"] be minimal. Then, |[n"] = U and |[7"] = U , which implies
~T
that [n"] =[], and |[nT] = U . O

REMARK 3.30. For condensed Morse pre-orders the commutative diagram in
(3.15) is replaced by

R(X) +———— ABlockz(y)

(321) |[ ]

Set(X") +——=——~ O(X", <"
Condensed Morse pre-orders give rise to regular closed Morse tessellations.

3.4.2. Regular closed tessellations. A condensed Morse pre-order yields a
Morse pre-order. The range of the injective lattice homomorphism cl: O(¥', <7
) — O(X,<) can be expressed as O(X, <) via a pre-order (¥,<') — a Morse
pre-order. For U e 0(X",<7) we can give a representation of SC in terms of
regular closed tiles. By construction H‘UTH € ABlockg(¢) and we denote the as-
sociated sublattice of regular closed attracting blocks by N < ABlockg(¢). Then,
SC=J(N) = T, where T = |U"| — JU™ || := |JUT| A [UT |# € Z(X), cf. [44]. From
[44, Lem. 23] we have that

U= U = e (1) U = (et U~ et 1)
= cl(|c1‘u \cl‘U—r< > = ) cl‘UT\ CI‘UT‘)‘
= |cl ‘Uchl‘U-w,

which shows that the regular closed tiles are closure of the Morse tiles obtained
in (2.18) and (3.14). The poset (T, <), which is isomorphic to (SC, <), is an exam-
ple of a regular closed Morse tessellation. The definition of a regular closed Morse
tessellation is similar to Definition 3.21: the tiles are regular closed and Condition
(i) is redundant. Given a regular closed Morse tessellation we can reconstruct a
Morse pre-order. If we start with a regular closed Morse tessellation (T, <), then
the Morse tiles T' € T generate a subalgebra of regular closed sets %, (X ) which in
turn generates a finite subalgebra of Set(X) represented by Set(¥) for some finite
set X, cf. Prop. 2.28. The elements in X are again denoted by ¢ and their realization
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in X is denoted by |¢|. This way we obtain a discrete space X with two pre-orders:
(i) the face pre-order < defined by £ < ¢’ if and only if |£| < cl|¢'|, for which closed
sets in (¥, <) correspond to closed sets in the topological space (X, .7) and (ii)
the Morse pre-order <, derived from the Morse tessellation, defined by ¢ < ¢’
if and only if ¢(¢,[¢]) € int |7 for all ¢ > 0 for some T > [¢/|. Closed sets in
(X, <) correspond to regular closed attracting blocks for the semi-flow ¢, and
the partial equivalence classes of <! retrieve the Morse tessellation partial order.
Summarizing, a regular closed Morse tessellation gives rise to a bi-topological CA-
discretization (¥, <, <7, | - |) where <7 =>T.

REMARK 3.31. If we choose an arbitrary finite sublattice N = ABlockg(¢p), then
N is a sublattice of some finite subalgebra %,(X) < Z(X). This induces a Boolean
CA-discretization by Proposition 2.28.

3.5. Beyond semi-flows

In this chapter the focus of applying bi-topological techniques is restricted to
semi-flows. However, most of the ideas and methods apply to a much wider class
of dynamical systems. In this section we outline some of these extensions and how
these fits into the theory of this chapter.

A relational semi-flow ¢ = {¢'};cr+ is a family of binary relations ¢' < X x X
on a point set X parametrized by (time) ¢t € T* such that

(i) ¢° =idon X;

(ii) ¢° 0 ¢! = ¢*** forall*s,t e TT.

The time space T is either Z* or R*. For negative time we define ¢~ to be the
opposite relation, i.e. o' = {(z,y) € X x X | (y,z) € ¢'}, cf. App. A. Therefore
Axiom (ii) is equivalent to

(ii)y ¢®od? = ¢t foralls-t = 0withs,teT,
where T is either Z or R. In Appendix A we discuss additional properties of binary
relations. If p(t,z) := ¢'(z) defines a continuous map T+ x X — X then, if
T+ = R*, pis called a continuous semi-flow on X which is the main point of focus in
this text. If T™ = Z* , ¢ is a called an iterated continuous map. In this case it suffices
to only consider the map f := ¢! since higher iterates are found via composition.
Backward images define ¢* for negative times. Most considerations in this chapter
are valid for relational semi-flows with T either discrete or continuous time. In
particular the techniques carry over to iterated maps. We will indicate in which
situations continuity will be required.

On the complete and atomic Boolean algebra Set(X) there is a natural duality
between binary relations and completely additive modal operators, cf. App. A. Let
® be a modal operator on Set(X). Recall from Sect. 2.2 that specialization relation
is given by (z,2') € ¢ if and only if z € {2’} and the operator ® = ¢! is defined

4For composition of relations and other properties cf. App. A.
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via (2.4). We apply this principle to a relational semi-flow by setting
(z,2")e ¢t ifandonlyif =zeo¢'{z’}, teT.
If we coarsen the relations by discarding time we obtain the relation
(z,7") e ¢~ ", forsome t>0 ifandonlyif xel*{z'}:= U o {z'},
t>0
which is remeniscent of the operator I'* defined in Section 3.1.1. A similar defi-
nition can be made for I'". Via I'" and I'" one can define associated Alexandrov
topologies .7t and .7~ respectively. It makes sense to define finer topologies via
appropriately defined modal operators. For 7 € T* define the topology .7, by
declaring the sets U < X such that ¢"U < U to be closed. In particular we have
that
Tt It e, 7>0,
and the same for 7 < 0. All these topologies are Alexandrov. The specialization
relation for .7; is given by

(z,2') e ¢~7 ifandonlyif ye ¢™{z}.

The flow topologies discussed in Section 3.1.2 are not Alexandrov in general and
the associated duality is more involved. For example the block-flow topology .7,~
for a relational semi-flow is defined by considering the modal operator I'" as de-
fined above in the setting of relational semi-flows. Define the modal operator
®_ := I'"cl for the topology .7,~. Another interesting modal operator to consider
is defined as: ®] = ¢"cl.

Finally, even though Theorem 3.23 does not hold in general for relational semi-
flows one can also study regular closed attracting blocks for relational semi-flows,
cf. [44].






CHAPTER 4

Algebraization of dynamics

In this section, we elaborate on the third theme of this text: augmentation of
Morse pre-orders with algebraic topological data in order to characterize invari-
ance of the dynamics, i.e. the algebraization of dynamics. In particular, we use
techniques from algebraic topology in a way in that enables a computational the-
ory. The starting point is a discretization. A Morse pre-order (¥, <) is the choice
of a pre-order such that the discretization map disc: (X, .7, 7,7) — (X, <) isboth
Z -consistent and .7, -co-consistent. In particular, the composed maps

(X, 7) - (¥, <) - (SC, <), (X, Z0) —9 (X,>1) -2 (SC*,>)

are continuous 7Tp-discretizations, denoted by tile, which define SC-gradings on
X, cf. App. C.1. We explain how factorized gradings can be used to discretize
algebraic topological invariants of topological spaces. We apply these methods in
the context of space and flow topologies. Recall that the first theme was linking
topology and dynamics by formulating dynamics as a topology. It is worthwhile
to then ask of the reverse direction: what happens when topology is analyzed
as dynamics? The beginning of this chapter explores this direction, leading to a
construction we entitle fessellar homology, which, in contradistinction to cellular
homology, uses general tiles instead of CW-cells.

4.1. Cartan-Eilenberg systems

The notion of a Cartan-Eilenberg system over a (countable) total order was
first introduced in [11].This notion is generalized to arbitrary total orders in [35]
and to arbtrary posets in [48] and [63]. Here we use this concept for finite distribu-
tive lattices, cf. [63]. To some extend Cartan-Eilenberg systems may be regarded
as a type of generalized homology theory. These systems provide the right data
structure for considering algebraic topological invariance in combination with fil-
terings and discretizations of a space.

4.1.1. Cartan-Eilenberg systems over finite distributive lattices. Birkhoff’s
representation theorem, cf. Thm. B.2, yields that every finite distributive lattice
can be represented as the down-set lattice O(P) for some finite poset (P, <). Re-
gard O(P) as small (thin) category where the objects are the elements in the lattice
and the order relations a < 8 (i.e. @ = ) account for the morphisms, or arrows, i.e.

47
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a < B yields the arrow o — (3. The arrow category of O(P) consists of pairs («, 3),
with o < 8, and unique morphisms (o, 3) — (v,0) for o < yand 8 < 4, and is
denoted by O(P)? and corresponds to commutative diagrams in O(P). Following
[35] we consider the covariant functors py, p1 and ps given by («, 3,7) 22 (a, B),
(o, B,7) &5 (a,7) and (a, B,7) 2 (B,7) respectively, and natural transforma-
tions 1: pg = p1 and 7: p1 = p2 whose components are given by (o, 8) > (a,7)
and (a,v) 2> (B,7) respectively.

DEFINITION 4.1 (cf. [63]). Let (P, <) be a finite poset. A Cartan-Eilenberg sys-
tem over O(P) consists of a covariant functor E: O(P)?> — R-Mod' and a natural
transformation k: Eps = Epg between the composite functors Ep, and Epy, called
the connecting homomorphism, such that

Epo % Epl

D4
Ep2

is an exact triangle, where the natural transformations E: and Ej are the right
whiskerings of E and ¢, and E and j respectively. A Cartan-Eilenberg system over
O(P) is denoted by E = (O(P)* E, k).2

Unpacking the above definition yields
E: O(P)? — R-Mod, (a,8)— E(a,B) = E? € R-Mod.

The functor E yields the homomorphisms ¢: Ef — Eg for all (o, 8) < (7,9), and
the composition E? 5 E? L, E¢ is given by (: Ef — ES by the transitivity in
O(P). The natural transformation £ yields the differential k: £} — E? such that

the diagrams®

Ef — ' L E) B} —* Ef

w N4

ES —* 5 Eg

are exact and commutative for all (o, 3,7) < (4, €, (). By construction ¢: E? %» EP
1

is the identity homomorphism and the exactness of (4.1)[left] shows that ES = 0
for all a € O(P), cf. [35]. Morphisms between Cartan-Eilenberg systems E and E'

IThe category of R-modules is denoted by R-Mod. Cartain-Eilenberg systems can be formulated
in any abelian category such as abelian groups, R-modules or K-vector spaces.

2Cartan—Eilenberg systems can be defined over any poset, eg. all subsets of a topological space,
closed subsets, etc., cf. [63].

3n the special cases (a, 8) < (a,v) and (a,y) < (8,7) the morphisms ¢ are denoted by ¢ and j
respectively.
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can be described in terms of the E-terms, i.e. a morphism is a natural transfor-
mation h: E = E’ which, in terms of E-terms, implies that there exist homomor-
phisms h2: E8 — E’? which commute with the morphisms in E and E’ respec-
tively:

(4.2) hﬁ[ hlJ th hﬁJ

’ i ’ J 4 / k' ’
Ef EJ EJ Ef

for every ordered triple(c, 3, 7).

Since O(P) is a finite lattice it suffices to define a Cartan-Eilenberg system with
exact triangle and commutative squares for ordered pairs called an exact couple
system, cf. [48]. To be more specific we consider the diagrams:

By —— E} Ef > Eg

4.3) N B % el J

5 k Y
EVHEQ

which are exact and commutative for all («, 3) < (v,d). For an ordered triple

(a, B,7) the composition E} LR Ef ER E? defines the connecting homomorphism
(differential) kop,: £} — EP. Since (4.3) is exact for (3,7) € O(P)? we have that

kj = 0 and thus k.g,kgys = j(kj)k = 0. Any ordered triple (o, §,7) yields the
4

following octahedral diagram:

(4.4)

where the inner exact triangle (dashed) is induced by the three outer exact trian-
gles, cf. [48, Lem. 4.8].

THEOREM 4.2 (cf. [48], Lem. 4.8). An exact couple system over O(P) extends to a
Cartan-Eilenberg system over O(P).

4If there is no ambiguity about the domain and codomain the sub-indices are omitted from the
maps k, i, j, £ and k.
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4.1.2. The excisive property. For most algebraic topological applications of
Cartan-Eilenberg systems the excisive property of homology plays an important
role which leads to the following definition.

DEFINITION 4.3. A Cartan-Eilenberg system E over O(P) is called excisive if
(4.5) EP . ~E*P  Va,8e0(P)S

anf =

Two ordered pairs (o, ), (¢/,8') € O(P)? are equivalent, if 5\ a = '\ o'
The excisive property for a Cartan-Eilenberg system implies that the E-terms only
depend on equivalent pairs up to isomorphism. For 8\ a = {p} we abuse notation
and write E, := Ef forall p € P.

LEMMA 4.4. Let (o, B) and (o, B') be equivalent pairs in O(P)2. Then, Ef ~ Eff:

PROOF. Define & = v o/ and § = B v #. Then, a,¢/ < @&, 8,8 < f and
Bna=p~a =B~ a Considera <aand f < . Then, (8 )~ (a U a) =
BNa = f\a. Consequently, (Bu &)\ & = B~ @& and therfore 8 = SuUa. Similarly,
B~ (8na& =~ awhich implies that o = § A & By (4.5) we conclude that
Ef = Egﬁﬁ = Eguﬁ = Eg, By the same token one proves that Eg: = Eglﬁﬁ, =

a8 _ B and thus Ef ~ EF,. O

(03

Excisive Cartan-Eilenberg systems already appear in the seminal work by Fran-
zosa on connection matrices for Morse representations, cf. [21]. In Franzosa’s work
such data structures of R-modules of K-vector spaces are referred to a module
braids. As a matter of fact one can prove that these concepts are equivalent.

THEOREM 4.5 (cf. [63]). A module braid over the convex sets in P is equivalent to
an excisive Cartan-Eilenberg system over O(P).

An important result for excisive Cartan-Eilenberg systems is a representation
in terms of finitely generated differential modules. For convenience we assume
that the ring R is a principal ideal domain. Recall that P-graded differential module
is denoted by (C, d), with C' = P, .p G,C, cf. App. C.2-C.3. A P-graded differen-
tial module (C, d) is free if and only if the components G,,C are free. Free graded
differential modules are used to construct representations of Cartan-Eilenberg sys-
tems. A P-graded differential module defines an O(P)-filtered differential module
via a > Fo,C = @D, GpC, cf. App. C.2-C3. In general, O(P)-filtered differen-
tial modules induce excisive Cartan-Eilenberg systems. Consider the short exact
sequence:

i FgC
F,C

(4.6) 0 —— F,C —— FsC 0, a<g.

Since the differential d preserves the filtering we may define the homologies Fg :=
H(F,C,d), Ej := H(F3C,d) and Ef := H(F3C/F,C,d). This yields the exact

5The homomorphism £: Eg g ESYPisan isomorphism.
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triangles in (4.3) where k: H (F3C/F,C,d) — H(F,C,d) is the connecting homo-
morphism constructed in the usual way. All other axioms of exact couple systems
are readily verified which yields a Cartan-Eilenberg system denoted E(C,d). The
excisive property follows from the fact that F,, gC/F,C = (F,C + FgC)/F,C =
FgC/(FoC N FgC) = Fg/F,~C. The (excisive) Cartan-Eilenberg system E(C, d)
is the Cartan-Eilenberg system of the O(P)-filtered differential module (C, d). This
implies that a Cartan-Eilenberg system of a P-graded differential module is auto-
matically defined.

DEFINITION 4.6. Let E be a Cartan-Eilenberg system over a finite distributive
lattice O(P). A free, P-graded differential group (C,d), with C = @ __, G,C, is a
P-graded representation for E if

peP

47) E(C,d) ~ E.

A P-graded representation is strict if the free P-graded differential group (C,d) is
strict.®

The main theorem of this section states that in most cases P-graded represen-
tations for Cartan-Eilenberg systems exist and are unique up to conjugacy. The
existence part was proved in [21] and applies to Cartan-Eilenberg systems due to
Theorem 4.5. The existence result in [21] assumes that every E-term is the homol-
ogy of a differential module. We say in this case that the Cartan-Eilenberg system
is chain generated. To be more precise, for all (a, 3) € O(P)? there exist differential
modules (C,d3), (C5,dy) and (C2,d?), and short exact sequences

) o

0 cs —5 08 1, ¢F 0,

[e%

such that B = H(C%,d%), E = H(C3,d}) and E? = H(CE,dP). By the
standard construction of the connecting homomorphisms this yields a Cartan-
Eilenberg system E. This concept is more general than a Cartan-Eilenberg sys-
tem generated by an O(P)-filtered differential module, or a P-graded differential

module, cf. [63].

THEOREM 4.7 ([21], Thm. 4.8). Let E be a chain generated, excisive Cartan-Eilenberg
system over O(P). Then, there exists a free, P-graded differential group (C,d) — a P-
graded representation — such that E = E(C, d).

An R-module is finitely generated if it has a finite generating set. The running
assumption in this chapter is that R is a principal ideal domain. This implies thata
module C' =~ R" @ Tor(C), where Tor(C) is the maximal torsion submodule of C” and
Tor(C') = @, R/(d;), where d; are the non-zero invariant factors of C. The integer
n is called the rank of C. A Cartan-Eilenberg system E is finitely generated if all

6Recall that (C,d) is strict if the differential restricted to G,C, p € P, is trivial, cf. Defn. C.3.
"Recall that ¢ € Tor(C) if the exists an r € R such that rc = 0.
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modules EZ, (o, 8) € O(P)?. Suppose E is a finitely generated, excisive Cartan-
Eilenberg system over O(P). For E# let s2 be the rank of E? and r# is the number
of non-zero invariant factors of the maximal torsion submodule Tor(E?). For 8 \
a = {p} we denote s? and 72 by s, and r, respectively.

DEFINITION 4.8. Let E be a finitely generated, excisive Cartan-Eilenberg sys-
tem over a finite distributive lattice O(P). A free, P-graded differential module
(C,d), with C = @ ,cp G,C, is a principal representation for E if

(i) E(C,d) = E;
(ii) rank G,C = s, + 21, forall p € P.

The differential d is called a spectral matrix for E.

Since R-modules over a principal ideal domain allow length 1 free resolutions
the existence of a principal representation is guaranteed by Theorem 4.7. The main
result in [63] states that such a representation is unique up to isomorphism of
Cartan-Eilenberg systems which implies that differentials (spectral matrices) are
unique up to conjugacy.

REMARK 4.9. For strict P-graded differential modules the homology satisfies
H(G,C,d) = G,C =~ E?, with B\ o = {p} forall p € P.

REMARK 4.10. In the context of dynamical systems a spectral matrix is referred
to as a connection matrix. We will refer to this nomenclature when we apply Cartan-
Eilenberg systems for bi-topological spaces involving the block-flow topology.

REMARK 4.11. If a Cartan-Eilenberg system is generated by an O(P)-filtered
differential K-vector space, then [58] provides a simplified proof of Theorem 4.7.

4.1.3. Cartan-Eilenberg systems of a filtered topological space. As before let
(P, <) be a finite poset and (X, .7) be a topological space. Consider a P-graded
decomposition of X given by X = [J,p GpX, cf. App. C.1. Dual to a grad-
ing is a lattice filtering grd™': O(P) — Set(X) given by the lattice homomor-
phism a — F,X := grd 'a.® From this point on one can invoke a (generalized)
(co)homology theory by assigning E := H(F3X, F, X) for every (a, 3) € o(P)2.
From the Eilenberg-Steenrod axioms we have exact triangles (and the connecting
homomorphisms) and commutative squares:

H(F,X) : H(FsX) H(F3X,FyX) —*— H(F,X)
H(F3X,FyX) H(FsX,F,X) —*—~ H(F,X)

81 (P, <) is T -consistent then tile is a continuous map, and grd ' : O(P) — ¥(X, 7) is filtering
of closed set of X. The mapping grd~!: U(P) — &(X, 7) yields a filtering of open sets in X. This can
also be obtained by considering a .77-co-consistent grading, i.e. continuous with respect to opposite
poset P*.
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for (o, B) < (v, 0). For example the homology functor can be taken to be singular
homology. Note that we suppress the Z-grading as the Cartan-Eilenberg theory
works in the setting of differential modules. Singular homology yields a chain
generated Cartan-Filenberg system E*"#(X). Denote by C(X) the R-module of
singular chains over a ring R and d: C(X) — C(X) is the singular boundary
operator, or differential making (C'(X),d) a differential module.” The filtering of
X yields a filtering of C'(X), i.e. a — F,C(X) with F,,C(X) := C(F,X), where
C(F.X) are the singular chains in C(X) restricted to F,X. For singular chains
it holds that F,,~3C(X) = F,C(X) n FgC(X). The same relation with respect
to union does not hold in general. The differential satisfies dF,,C(X) < F,C(X)
for all @ € O(P), making o — F,C(X) a meet semi-lattice filtered module (chain
complex). The fact that the latter is not an O(P)-filtered module prevents us from
regarding E*8(X) as generated by an O(P)-filtered differential module. However,
for the filtering we obtain the following short exact sequences:

C(FsX)
C(F.X)

0 —— C(FaX) —s C(F3X) —2 0,
(a, ) € O(P)?, which represent the modules Cg, C’g and C?. The associated
homologies H(F,X) = H(C(F,X),d), H(FsX) = H(C(F3X),d) and

H(F5X,F,X) = H(C(FsX)/C(FaX),d),

yield the above exact triangle for a pair. We conclude that E¥"#(X) is chain gen-
erated as explained in Section 4.1.2. The fact that (C'(X),d) is not lattice filtered
implies that the associated Cartan-Eilenberg system is not excisive in general. De-
pending on the homology theory, or on properties of the grading of X, we can
relate the homologies H(F3X, F, X) and H (F3X /F,X) which are not necessarily
isomorphic. If a grading X = (J,cp GpX is natural then the associated filtering
a — F, X consists of mutually good pairs, cf. Defn. 2.17. For example if we con-
sider singular homology then H(F3 X, F, X ) = H(FﬂX/FaX) foralla < 3, cf. [34,
Prop. 2.22],[69, Thm. 3.2.9]. In this case the relative singular homology satisfies the
excisive property, i.e. H(Fo X, FoX) = H(FaupX/FoX) = H(F3X /FornpX) =
H(FgX,FonpX), for all a, 8 € O(P). If X is a compact Hausdorff space and the
poset P is .7 -consistent (not necessarily natural), i.e. the filtering consists of closed
sets F, X € €(X,.7). By the closedness of F,, X we have the homeomorphisms
FsX/Fo,X N\ [FoX] = FgX \ F,X, for all @ = . Let H represent Alexander-
Spanier cohomology. From the excisive property of Alexander-Spanier cohomology
we have that'’
H(F5X,FoX) = Ho(FsX ~ Fo X) = H, ( 5X/FaX N [FaX])

“H(FﬁX/FX [FaX] (FﬁX/F X)
%If we invoke C (X) = @,Cq(X) as the Z-graded module of singular chains then (C,d) is a

chain complex.
OHere A, denote compactly supported Alexander-Spanier cohomology.
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cf. [62,Ch. 6, Sect. 6, Lem. 11], [16, Ch. V, Sect. 2.A]. The same result can be obtained
by using compactly supported Alexander-Spanier homology, cf. [47, Cor. 9.4].

REMARK 4.12. Suppose X is a (locally) compact Hausdorff space homeomor-
phic to a finite CW-complex and the poset P is .7 -consistent such that F,, X is
homeomorphic to a closed subcomplex. Then, F3X/F,X is the one-point com-
pactification of Gg. X := F3X ~\ F,X. For the singular homology we have the
isomorphism H (F3X/F,X) =~ H®M(Gs. oX), where H®™ indicates the Borel-
Moore homology of Gg. X, cf. [8]. As a matter of fact the Borel-Moore chain groups
CBM(F3X \ F,X) yield a short exact sequences

4.8) 0 — CPM(FyX \ FoX) 5 CPM(F, X \ F,X) & CPM(F, X \ F3X) — 0,
as opposed to the weakly exact sequences in (4.9).

REMARK 4.13. In [21, 19] considers the sequence of pointed quotient spaces
F3X/F,X which induces the weakly exact sequence'’

(4.9) C(FouX) —— C(F3X) —— C(F3X/F,X)

of singular chains on the quotient spaces for good pairs. The approach in [19]
allows slightly weaker conditions on the good pairs, cf. [46].

4.2. Tessellar homology

The objective of the homological algebra in this section is to obtain algebraic
topological invariants of X via finite algebraic information; discretization of alge-
braic topology. To do so we employ the abstract formalism of Cartan-Eilenberg
systems as explained in Section 4.1. Let disc: (X,.7) — (¥, <) be a natural dis-
cretization map, i.e. <is a J-consistent pre-order and consist of mutually good
pairs. Let ¥/ . be the poset of partial equivalence classes of (¥, <). Then, the map
X — X/ given by the composition

(4.10) X A ¥ T 4 X/,

is natural and yields a X/.-grading X = [Jj G[¢X, cf. Rem. 2.10 and App. C.1.
The associated filtering U — Fy X, U € O(X, <), defined by disc ™!, consists of good
pairs and yields an excisive Cartan-Eilenberg system E?*“ as outlined in Section
4.1.3. For simplicity we assume that E¥'* is finitely generated for the remainder of

this chapter. We now explain the construction of an associated homology theory.

11Weakly exact sequences yield exact triangles homology. Recall that a seqeunce A LBLC
is weakly exact is i is injective, j o ¢ = 0 and the quatient map B/im¢ — C induced by j yields an
isomorphism H(B/im j) = H(C), cf. [46] and [21] for more detail.
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4.2.1. The tessellar differential module. For ¢ € X define the E-terms for
EY* via relative (singular) homology Ej¢ := H(F|¢X, F|¢«X), which is chain
generated and finitely generated with coefficients in a principal ideal domain R. The

tessellar modules, or tessellar chain groups are given by the external direct sum

4.11) CHX) = P Gl (X),
[]eX/~
where G CU°(X) := H(F|¢X, F¢«X)" if the latter is a free R-module, or else
choose a free differential module (G C%*°(X), d) such that
(1) H(G[g]cdisc, d) = fI(FlgAX7 Fl{‘ X),‘
(i) GeC95e(X) = Rs+2r¢, f. Defn. 4.8(ii).
By Theorem 4.7 there exists an O(X)-filtered differential

ddisc . Cdisc(X) N Cdisc (X)

such that E(C%i¢, d%i¢) ~ E¥*¢ and the spectral matrix d¥*¢ is unique up to iso-
morphism, cf. Sect. 4.1.2. If the homologies H (F 1e X, Flee X ) are free (finitely gen-
erated), then (C9¢, d4¢) is a strict X/.-graded differential module with C4¢(X)
= @peex/. H(FleX, Flge X). We refer to (C4¢,d%*¢) as the X/.-graded tessellar
differential module, or X/..-graded tessellar chain complex based on singular homol-
ogy. The associated homology is called the tessellar homology of disc: X — ¥ and
is denoted by H¢(X) ~ H(X). Following Appendix C.2 the restricted module
Gy g CY5¢(X) is well-defined for every convex set U ~ U/, with U, U’ e O(¥, <)
and

Fucdisc

disc L disc __
(4.12) GuawC™(X) = @ Gl™ = ¢ Gae:

[€]cU
The differential is the restriction of d*° to Gy C***(X). The associated homol-
ogy HU(Gy yX) := H(GyqC(X),dc) is the tessellar homology of the
locally closed set'® Gy X. The latter also defines the relative tessellar homology
H (7 X, Fyyp X).

THEOREM 4.14. Let disc: X — X be a natural discretization map. Then, the tessel-
lar homology satisfies HY°(X) = H(X). In particular, for every convex set U~ U = X,
U, U € O(¥, <), we have that HY°(Gy v X) = H(FyX, Fyp X).

PROOF. By definition the modules G C9* are free. By [21, Thm. 4.8] we
have a differential d¥is¢ which retrieves the homologies. [l

The discretization map disc: X — ¥ discretizes X, while the construction of
(Cdis¢(X), d%s¢) discretizes the algebraic topology of X. More details on tessellar
homology are discussed in [63].

12By the isomorphism O(X/~) =~ O(¥, <) we have that |¢ = | [£].
1Bp locally closed subset of X is given as the intersection an open and a closed subset in X.
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4.2.2. The tessellar complex. It it sometimes useful to describe the tessellar
homology in combinatorial terms. To do some we define a slight generalization of
a (Lefschetz) complex, cf. [31].

DEFINITION 4.15. A complex is a triple (7, <, k) where (7, <) is a finite pre-order
and x: Tx T— Ris a function satisfying
(i) (upper-triangular) x(¢,9") # 0 implies ¥ < ¢, ¥ # ¥';
(ii) (boundary) >, (9,9 )x(¢,9") = 0.
The function  is called the incidence function and its values in the ring R are called
the incidence numbers.

For a cell complex we can define (free) canonical differential R-module. Define
the free R-module over T

C(T) :== P RWHY™

VeT
with differential

dr () i= Y k(9,0 )",

Vel
which makes (C(7),ds) a T/.-graded differential R-module. For every convex
set & < T the restriction of C(7) to C(€) and differential accordingly defines a
subcomplex (C(€),d¢). The associated Cartan-Eilenberg system is excisive and is
denoted by E(C(T), d7) with E-terms given by Ef := H(C(€),dc), with B~ a = €.
Consider the diagram

X disc 9{ T %/N
(4.13) Tw
T

which implies that the equivalence classes in T coincide with the equivalence
classesin X, ie. T/ = ¥/..

DEFINITION 4.16. A triple (7, <, k) is tessellar complex for a natural discretiza-
tion map disc: X — X if if
(C(T), dfr) ~ (C«disc7 ddisc),
as O(¥)-filtered chain isomorphic ¥/_-graded differential modules.

A tessellar complex yields a differential matrix with R-coefficients via the in-
cidence function «. This justifies the terminology spectral matrix. For a convex set
¢ c X we use the notation
(4.14) HY(Gy oy X) = H(C(€),de ) = H(FyX, Fy X),

with € = U ~ U is independent of the pair ¥ < U and where (C(€),d) is re-
striction of (C(T),dr) to €. In Section 4.3 we discuss the special case of a CW-
decomposition.

14WWe use the notation {¥) to express ¥ as basis for C(7T).
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REMARK 4.17. Given a natural discretization map disc: X — X one can al-
ways construct a map disc: X — X (not necessarily surjective) such that there
exists a tessellar complex (¥, <,x). Such a discretrization map is a representable
natural discretization.

4.2.3. Linear discretization, split grading and bi-graded Betti numbers. In
certain cases a natural discretization map disc: X — X allows another scalar dis-
cretization map via an order-preserving map ind: ¥ — Z (not necessarily surjec-
tive). By construction ind factors through X/..:

ind

disc

X =5 ¥ "%, —7Z
S~

The map ind maps to a linear order and the composition skel is called a linear
discretization. The discretization ind is a coarsening of disc and is therefore a natu-
ral discretization map, which makes (C%5¢, d%5¢) a Z-graded differential module.
Since ind is order preserving the tessellar homology of G, X := skel 'p c X is
well-defined. For the latter we consider a standard spectral sequence. Define,
using (4.12),
G0 (X)= P GO (X),
[€]cind~'p

which gives the Z-grading C*°(X) = @, G,C***(X). As explained in Section
4.1.2 we obtain the short exact sequences

1p—

0 FL (p—1) Cdisc 1 Flpcdisc Jp Gpcdisc 0
From the tessellar boundary operator d4*¢ we compute the homology which pro-
vide the zeroth and first pages £° = @, &, and &' = @, &, with
&) = GO0 (X) and &) = H(G,C™) = H™(G,X).

This yields the exact triangles, using HV¢(F|,X) = H (F|,C%),

Hdisc(F Lo Hdm(Fi X) ip Hdisc (F.L(p-‘rl)X)
(4.15) \ / ’\ /
Jp kpt1 Jp+1
p+1
_diﬂ
where d} = j,_1k, are the connecting homomorphisms computed from d¥ic.

Recursively define &' = H(&",d") where dj: &7 — &7 with d” = ji' "k,
Since ind defines a finite filtering on C45°(X) the spectral sequence converges and
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&P = GpH(CH) = G HY(X). If we set 7*¢ = rank G, H4*°(X), called the
Betti numbers, then

Z ﬂgisc = rank H9¢(X).

PpEZ
In particular, when R = K, then ind yields a grading on the tessellar homology.
For ring coefficients this is more complicated and it is not true in general that
Gr H¥(X) = @,cp GpH *¢(X) is isomorphic to H*°(X), cf. App. C.2. How-
ever, if the differential satisfies d4*¢G,C4*¢ = G,_1C45¢, then the tessellar dif-
ferential module (C4is¢, d%is), with ddis¢ := ddis¢(p,p — 1), ¥ is a chain complex
(GpCdc, ddisc). We write d¥is = @pep ddisc. In this case the linear discretization
ind is said to be split grading for the tessellar differential module and ind induces
a Z-grading on the associated tessellar homology. The Z-grading given by ind
can be useful is some cases e.g. cellular homology and the treatment of tessellar
homology for Morse pre-orders, cf. Sect.’s 4.3 —4.4.

The advantage of using Betti numbers is that one can treat the Z-grading given
by ind as a grading on the Betti numbers. We start with using the Z-grading on
singular homology: H*°(X) = @, HJ**(X). Define the bi-graded Betti num-
bers as: yis¢ = rank G, H{*°(X). The double tessellar Poincaré polynomial of X is
defined as

(416) Pdle(X) Z /Bdle )\p
P,q€Z

The latter satisfies a variation on the standard Morse relations. Define 55¢(¢) =
rank G, H*¢(G[¢ X ) and associated Poincaré polynomial

P (GrgX) = )] Boat (@Al
P,qEZ

The singular homology grading yields the splitting d;; = @ . d}, 4

disc

THEOREM 4.18 (Bi-graded Morse relations). Let X — X 2 7 be a natural
linear discretization. Then,

M8

(417) Z dlSC G[E]X) Pdlsc(X)
[elcX T

1+ A"wQ%
1

— o b4 o
where QY , = >, ,ez(rankimdp, .. .1 )APu? > 0. The sum over r is finite.

0 0
PROOF. In terms of the spectral sequences we have that &° = @, 5 &, and

&' = @, ez 6y are isomorphic. For the spectral sequence we have the short

exact sequences
T T : T
0 —kerd, , — &, — imd, , — 0, and

—s kerd!  — &1 — 0.

0 im dp+T g+1 D9 D,q

Bn Appendix C.2 the entries of d are explained.
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the implies the relation
T r+1 : T : T
rank &7 = rank &7 +rank im d;, , +rankim dj, . 4q-

Define the double Poincaré polynomials Py ,(6") 1= >}, oz (rank & )JAPu? and

Np = 2pgez(rankimdy., o )APu?. Then, the Poincaré polynomials satisfy
Py u(E7) = Py u(E™) + (1+ A"p) Q4 - Tterating the above identities for Py ,(£7)
and using the fact that the spectral sequence converges yields Equation (4.17). O

Using bi-graded tessellar Betti numbers will prove to be very useful in setting
up a more refined theory of spectral matrices. In Sect. 5.4.2 we exploit this idea in
the setting of parabolic flows. This approach is reminiscent of the detailed connec-
tion matrix in [4]. If we again ignore the natural grading of singular homology the
Morse relations will be

0

(4.18) D P (Gl X) = PIO(X) + Y (1+ A)@s,
[1=X r=1

which is obtained by setting 4 = 1. Note that the property for ind to be split

grading is that Q% = 0 for r > 2. The maximal value for r in (4.18) can be utilized

to further coarsen ind in order to obtain a linear discretization that is split grading.

REMARK 4.19. A similar procedure to bi-graded tessellar Betti numbers can
be followed for the ¥/ -grading by using spectral systems, cf. [48].

REMARK 4.20. We do not refer to CU°(X) = @, G,CY5°(X) as the skeletal
differential module since it is a coarsening of the tessellar differential module. The
differential is obtained by coarsening the information. This issue comes up again
in the next section.

4.3. Cellular homology

Let X be a finite CW-complex, i.e. a compact Hausdorff space that admits a
CW-decomposition map cell: X — X, where (X, <) is the poset of CW-cells with
the face partial order. The cellular differential module, or cellular chain complex, de-
noted C°, is constructed according to the theory in Section 4.2. This coincides
with the classical construction, as we outline below.

From the definition of CW-decomposition we have the composition

X cell 96 dim . N
skel

which is a coarsening of the discretization cell. Since dim is order-preserving and
since cell is a natural discretization, the composite discretization skel is natural
and linear and thus continuous. Therefore skel defines a .7 -consistent (not sur-
jective) linear discretization of X. In the traditional set-up the cellular homology
of X is defined in terms of the natural discretization map skel. As before define
the filtering |p — skel™' |p =: F|, X with skeletal chain complex C*/(X) :=
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@Bpen H (F1p X, Fy,-1)X).' The sets G,X = F|,X \ F|,_1)X are a disjoint
union of p-cells |¢| in X and the homology is given by H(F|, X, F|,-1)X) =
Deeq,x 1), where G X = dim™" p and R is a principal ideal domain. Since the
homologies H (F,X, F|,_1)X) are free Theorem 4.7 yields a differential (strict
spectral matrix) dskel: Cskel(X) — Cskel(X) such that H**/(X) ~ H(X). We will
explain this construction now in a more detailed way.

REMARK 4.21. The above construction is the traditional way of constructing
cellular homology for a finite CW-complex X. The N-grading is special in the
sense that if H is the singular homology functor and dim plays the role in ind
in Sect. 4.2.3, then G, H,(X) # 0 if and only if p = ¢. Since all components are
homeomorphic the skeletal chain complex is given by C55/(X) = @y, (€6)=q TLE)
with boundary operator d$*! with d**! = @ d$*!. The linear discretization skel
is split grading. Even though skel is natural this condition is not needed since the
order is linear.

A more detailed way to treat the cellular complex is to use the face partial
order (X,<). As in the more general tessellar case we define the cellular chain
complex"” by

CNX) = P GeCNX), GeCMX)=H(FeX,FleeX) =~ HM(GeX), "
£eX
where G¢ X = |¢| and its Borel-Moore homology of G¢ X is given by HPM(G¢ X) =~
R. The module C*!! is a special case of the tessellar module for the discretization
map cell. The filtering U — FyX, U € O(¥,<), defined by cell™!, consists of
good pairs and yields a chain generated, excisive Cartan-Eilenberg system E°*!!
as outlined in Sections 4.1.3 and 4.2. Since G¢C°"(X) = R the system E°! is
finitely generated. We follow the procedure of Section 4.2. Theorem 4.7 yields the
existence of (strict)
dcell : Ocell(X) _ CCEH(X),
such that E(C°!!, d°°!) ~ E*" In particular, H°!/(X) ~ H(X) and
(4.19) HN Gy X) = H(FyX, Fy X) = H*Y Gy X), "

for all U, U e O(X,<), U' < U. The pair (C!,d°") is the cellular chain com-
plex. For the differential d°°"' we express the strict upper-triangular structure by
deel(&, &) GO — GO and d°°ll(¢,¢’) # 0 implies that £ < ¢. The follow-
ing lemma follows from choice of singular homology in the definition of E*".

LEMMA 4.22. Ifd°e'(¢,¢') # 0, then &' covers £.%°

16By Remark 4.12 we also have H (F|, X, Fi(p—l)X) ~ HBM (G, X).

7Even though we do not utilize the Z-grading of singular homology we refer to C°°!! as chain
complex as opposed to differential module since the construction is based on the singular chain
complex.

18 ere |€* := (]€)" denotes the immediate predecessor of | .

For latter isomorphism on Borel-Moore homology, cf. [28, 9].

2011 a finite partial order & covers £ if £ < ¢’ and [&,&'] = {£,&’}. The pair {&,&'} is a covering pair.
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PROOF. For the singular chain complex the connecting homomorphism £k, in
i j k
-+ Hy(Flee X) =5 Hy(FleX) 2% Hy(FieX, FleeX) =5 Hy 1(Fje-X) -

is degree —1 which implies that d°°! is also degree —1 with respect to the Z-grading
of singular homology, i.e. d°!(¢,¢) = @de(€,¢') and dS(€,¢): GO —
GeCely, cf. [21]. For the cellular chain groups it holds that

R if ¢ =dim¢;

GeCMN(X) = Hy(Fle X, FleoX) =~ {O if ¢ # dim &

Therefore, dS°'(¢,£') = 0 unless dim ¢’ = gand dim & = ¢ — 1. O

In contrast to the general construction of Section 4.2, all of the nonzero entries
deell(¢, ¢ are determined by the octahedral diagrams, i.e. the rolled out middle
triangle in (4.4) (homology braid). Indeed, for a covering pair £ < &', with dim ¢’ =
¢, we choose a triple of down-sets (closed sets)

15/4 \é—c l 2 c lé—/,
which yields S (£, &) : Ge CS*ll — G C<?!} given by the composition®!

k
(4:20) Hq(Fl£/X7FlE"X) i} qul(Flf"X) — qul(Flé"X’Flf"\ﬁX)'

where Gg C¢"' = H, (Flo X, FlenX) and GeC¢Y = H,_ | (Fl¢ X, Flen ¢ X). By
the excisive property this construction is independent of the triple ¥ = U’ < U”
withé = U ~Uand ¢ =U" U

Per Section 4.2.3 we consider the order-preserving map dim: X — N which
plays the role of ind in order to obtain an N-grading of H°!l. For the composition
skel the sets G, X := skel 'p are convex. By Lemma 4.22 the differential d°°! acts
on G,C*(X) as

Al G,CsM (X) — GOt (X).

p
If we write the restriction to G, C**'(X) as d§! then (G,C", d5°") is a chain com-
plex and dim is split grading for cellular homology. As a consequence dim yields
the natural N-grading of cellular homology.

REMARK 4.23. As in Section 4.2.2 we can define the standard Lefschetz com-
plex and incidence numbers from the cellular homology.

REMARK 4.24. For the spectral sequence in Theorem 4.18 for dim we have that
dy, = 0forr > 2 and therefore Q% , = 0 for r > 2. Moreover, all homologies

&, .= 0forp# gand r < 2. For the Morse relations this implies
Pru (€M) = Py (C°) = PESNX) + (1 4+ M)Q3 = P + (1 + M@,

2l1n Franzosa’s connection matrix theory these entries are called flow defined.
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Moreover, Py, (C!") = Y.y P5o(€), with P5e'(€) = (Au)? and ¢ = dimé. This
yields

DIOWImE = PEN(X) + (14 A Q5

feXx
which retrieve the standard Morse relations. The latter also follows if we use the
fact that (C°!!, d°°!!) is a chain complex.

4.4. Composite gradings and the homology for Morse pre-orders

The most important objective in chapter is to build an homology theory for
the discretization map tile: X — SC. In the first sections of this chapter we uti-
lized Cartan-Eilenberg systems to discretize the algebraic topological information
for arbitrary topological spaces. In this section we outline how discretization can
be employed in a bi-topological setting. The objective is to use the factorization
so that we can discretize two topologies: the space topology and the block-flow
topology. To do so one can factor the two topologies in (X,.7,.7,7) in different
ways. For example (X, 7) — (¥,<) — (X,<") - (SC,<), or (X, 7,7) — (¥, <7
) --+ (¥,<T) — (SC, <), cf. Diagram (2.19). One can also invoke to the topology
71 in this setting. In a more general setting the bi-topological discretization of
algebraic invariants can be organized via the following diagram continuous maps

~disc
(X, 7,7 %, <) 2% (P, <),
s dise 7

where (X, .7, 7’) is a bi-topological space, (¥, <) an antagonistic pre-order and
(P, <) a finite poset. The factorization via (¥, <) and (¥, <’) is given by Diagram
(2.19). Recall,

(%, <)
(X,y,y')/@\ %, <hH —2 5 (P, <)
eedise T4 7
disc idi e /I;art
(%, <)

We illustrate the discretization by considering one of the two topologies and the
associated factorization:

part

/_\

(4.21) (X, 7) =% (¥,<) —"» (¥/.,<) —= (P,<)

w
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As before the discretization map tile yields a chain-generated Cartan-Eilenberg
system E''°, cf. Sect. 4.1.3 and Sect. 4.2.1. Under the assumption that disc is natural
and yields finitely generated tessellar homology the same applies to E''°. Define,
using the singular chain complex for (X, .7),
(4.22) CHle(X) 1= (P G,0M(X),
peP

where G,C""°(X) := H(F|,X, F,«X) if the latter is a free R-module, or else
choose a free differential module (G,C""°(X), d) such that

(i) H(GpC'We, d) = H(F,X, FjX);

(i) G,Ce(X) =~ Rs»+2», cf. Defn. 4.8(ii).
By Theorem 4.7 there exists an O(P)-filtered differential

dtile: Ctile (X) _ Ctile(X)

such that E(Ctle, dt1¢) ~ E"°, of. Sect. 4.1.2. In particular, H*°(X) =~ H(X, 7).
The tessellar homology H' can also be defined for (X, .7’) and for (X, 7).
These are different invariants for the discretization tile: (X,.7,.9') — (P, <).
Since disc: (X, 7) — (¥, <) is a natural discretization map we can utile the tes-
sellar homology of disc. Consider the Cartain-Eilenberg system E"'® where the E-
terms are defined using the tessellar homology H%¢ which isomorphic to the sin-
gular homology, i.e. HY°(G,X) =~ H(F,,X, F|;+ X). The tessellar homology for
discis defined via a X/ -graded tessellar module C**(X) = @y GOV (X).
Convex sets in P are convex sets in ¥ and we define G,C""¢(X) as H4¢(G,X) is
the latter is free. Otherwise choose G,C!!¢(X) as explained above. In the case of
field coefficient in K the homology H* is free and there exists a strict P-graded
differential module (C4¢(X), d¥¢), cf. Theorem 4.7 and cf. [58].

REMARK 4.25. In the case we use field coefficients R = K the algorithm CON-
NECTIONMATRIX [31, Algorithm 6.8], which is based on algebraic-discrete Morse
theory, takes as input (C¢(X),d%¢) and outputs a strict P-graded differential
module (C'°(X),d"!°) which is O(P)-filtered chain equivalent to the differential
module (C4s¢(X), d¥s¢) via O(P)-filtered chain maps h: C*¢(X) — C¥*¢(X) and
B': CYs¢(X) — CHle(X). The O(P)-filtered chain equivalence h induces isomor-
phisms {hg.o: H"(Gs o X) - HI(Gg oX) | o, € O(P)} which form an

isomorphism of Cartan-Eilenberg systems:*

H (G0 X) — HY(G, 0 X) — H (G, 5X) — HY (G50 X)
hﬂ\cﬂ hw\aT hww{ hﬁw[
H (G0 X) — HY(GraX) — H™(CypX) — H™(GpaX)
for all o, 3,7 € O(P).

22¢f. [21, Eqn. (1.2)].
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REMARK 4.26. There is a special case when disc is a quasi-isomorphism, i.e.
H(disc): H(X) — H(X)

induces an isomorphism H (X, .7) ~ H(X, <), where the latter is taken to be the
singular homology of the finite topological space (X, <). This is a situation which
commonly arises in practice, e.g. disc is a CW decomposition map and (¥, <) isa
simplicial or cubical complex. In this case we interpret (4.21) as

(X, y) disc

is

m At

Let CP*(X) be the tessellar P-graded differential module for part, for which EP*"*
is isomorphic to E™!° given by the P-graded differential module C'*'¢(X) (this fol-
lows from an elementary five lemma argument), q.v. Sect. 6.2 for further discus-
sion.

After this general interlude of bi-topological discretzation we return to the
case (X,.7,7,). Assume that (X,.7) is a finite regular CW-complex and let
disc = cell, part = dyn = w and P = SC = X/ _;, cf. (4.24). If we use the discrete
space (¥,<') then the convex sets in SC are given by U ~ U, U, U' € O(¥,<T).
The homology HP**(U . U') is well-defined and isomorphic to H''¢(Gy_ 1 X)
per Remark 4.26. The homology H'!°(Gy._qX) is given by the relative homology
H(FyX, Fyy X) and can be computed from a cellular chain complex. Summarizing,
we have:

THEOREM 4.27. Given the composition X cell, dyn, SC. Then,
423)  HY(UNU) = B (Gyow X) = HN Gy X) = HPM(Gyw X),
where HBM(Gy_qy X) is the Borel-Moore homology of the Morse tile Gqy_qy X.

The homologies H'!°(Gy_qsX) are invariants of a Morse pre-order (¥, <').
We can visualize this structure by augmenting the di-graph for (SC, <) by the
homology HP*'(S) ~ HBM(GsX) at the nodes of the graph, cf. Fig. 1.5. The
associated Cartan-Eilenberg system yields the homologies H'!°(Gy_qX). Such
invariants can also be defined using the topologies .7,~ and 77, cf. Sect. 4.5. In
the forthcoming sections we will implement these ideas for a large class of flows,
so-called parabolic flows, and produce algebraic-combinatorial representations of

230r more generally, if each f¢ is a homeomorphism; such a CW complex is called regular.
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its global dynamics.
(X, <)
% ) J -
el Ty d
(4.24) (X, 7,9.7) (¥, <) —— (SC, <)
el T L
cell id i /’///dyn
(X, <)

REMARK 4.28. The map tile: X — SCis a discretization map and the homol-
ogy H' is the tessellar homology of the discretization map tile. The two stage
approach in this section allows us to compute H''® from an SC-graded cellular
chain complex. For any discretization ind: SC — Z we can consider H'!® as a bi-
graded homology theory (in the case of field coefficients) as described in Section
4.2.3. The bi-graded Betti numbers/homology depend on our choice of the dis-
cretization ind. A possible choice for ind is a linear extension of SC. In Section 5.5
we consider tessellar homology for parabolic flows with a linear discretization.

Consider the diagram

(X, 7) <L (%, <) -2 (sc,<) s 7

W

skel

where we treat tile as discretization map and ind: SC — Zis a linear discretization
map. Then for for any convex set U~ U’ the Morse relations in Thoerem 4.18 are

given by
0
(4.25) D PI(GsX) = PYS(Gyow X) + Z (1+ A 1)Q5 .-
Sel~ U r=1
The poset (SC, <) yields a partial order on the pairs (S, Py'*(Gs X)), S € SC, via
(4.26) (8, P(Gs X)) < (8, P (GsX)) — S§<8.

The poset of pair (S, P{°(GsX)) is denoted by (11, <') and is called the tessel-
lar phase diagram of the Morse pre-order (¥,<"). Considering only non-trivial
Poincaré polynomials yields the pure tessellar phase diagram (I, <*), with order-
embedding

4.27) (I, <) = (<),

cf. Fig. 1.4. The treatment of semi-flows up to this point is a tale of two topolo-
gies. In that setting the p-index in 3}l can be thought of as a manifestation of the
topology induced by the semi-flow and the g-index as a manifestation of the space

topology.
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4.5. Morse tessellations, Morse decompositions and the Conley index

For a Morse pre-order (X, <') we have a Morse tessellation as given in (3.14).
As amatter of fact the filtering U — Fy X, U € O(¥X, <) defines a finite, distributive
lattice N = {Fy, X | U € O(¥X,<")} = ABlock(y) of attracting blocks. This yields the
Morse tessellation (T, <) given by

(4.28) TIN):={T=U~U"|UeJN)}, T<T < UcU,

where T' = GsX,U = FilsX and U* = F|s5.sX, S € SC, cf. [44]. Such a tessella-
tion does model the ‘direction’ of dynamics but not the invariant dynamics. How-
ever, the compactness of the phase space (X, .7) does imply the existence of key
invariant sets: attractors. Recall that a set A X is an attractor if there exists an at-
tracting block U such that A = w(U). The attractors of ¢ form a bounded, distribu-
tive lattice Att(y) with binary operations Av A’ = AuA’and An A" =w(An A).
The map U — w(U) is a surjective lattice homomorphism, cf. [42]. By compact-
ness:

U € ABlock(p), U # @, = A=w(U) # 2.

In terms of the sublattice N we obtain a sublattice w: N — A < Att(y), where
A:={A € Att(p) | A =w(U), U € N}. In general this map need not be a isomor-
phism which yields an inportant conclusion: knowing N provides no insight into
structure of A from information given by (¥, <"). However, topology can partly
answer this question. From the map w: N — A we have the following congruence
relation: U ~ U’ if and only if w(U) = w(U’). Since we cannot utilize this rela-
tion solely on the information given by (X, <') we use a topological principle for
flows also known as Wazewski’s principle,24 cf. [12, Sect. I1.2]. This can be restated
as follows:

(4.29) U~U = HUUANU)=HUOU,U)=0,

where H is the singular homology functor. The key representation of dynamics is
via a tessellated Morse decomposition which we define as the dual of the homomor-
phism w: N — A. By Birkhoff duality we obtain an injective order preserving map
J(w): J(A) — J(N). Invoking the Conley form we obtain an injection 7: M(A) —
T(N), where the poset (M(A), <), with M(A) := {M = A—A* | Ae J(A)}, is called
a Morse representation. The notation A—A* := An (A*)* # @ is the Conley form on
Att(yp), cf. [44]. As before M < M’ if and only if A < A’. The Morse sets in a Morse
representation are never the empty set! Via Birkhoff duality we can given an explicit
formula for the embedding 7. However, from [44] there exists a left inverse to
m: the unique image M — T satisfies Inv(T") = M, where Inv(T') is the maximal
invariant sets in 7. The latter provides a easy way to construct the embedding 7.
As before we do not have control over the poset set M(A). Consider a Morse set
M and w(M) = T. Then, for any pair U,U’ € N with U \ U’ = n(M) we have

24T establish Wasewski’s principle the continuity of ¢ is used a crucial way.
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Inv(UNU') = wU)—w(lU') = M # @ and U # U’. For the latter we can now
invoke Wazewski’s principle in (4.29):

(430) HUUNU)~HUVUU)#0 = M=hv(U~\U')+# 2.

By construction H'®(Gy_qy X) = H(FyX, Fiy X) only depends on U ~. U’ which
justifies the definition

(4.31) HC(T) := H"(GyywX), T=FX\ FyX,

and is called the Conley index of a Morse tile T', cf. [12]. In the case of a CW-
decomposition via cell the Conley index T is given as the Borel-Moore homology
of the tile T. The Conley index is an algebraic invariant for congruent pairs (U, U’).
By construction HC(T) # 0 implies that 7" is the image of a Morse set M under
7, ie. M = Inv(T) # @. The Conley index in (4.31) is not only well-defined for
tiles in T(N) but for any Morse tile T = U . U’ obtained from attracting blocks
U,U eN?

The algebraic topological approach in this chapter is to use invariants based
on the topology (X, 7). Wazewski’s principle allows an interpretation of the in-
variants that yield information about the invariant dynamics of the flow which
defines the second topology (X, 7,7). In the application of the theory to dynami-
cal systems the topology (X, .7) is assumed to be given while the second topology
(X, Z,7) is not known a priori. However, for the latter we have information about
discretizations (¥, <. ). This track of combining information of two topologies
and invoking Wazewski’s principle yields a powerful algebraic topological tool
for studying invariant sets of flows. In Section 4.4 we also indicated that the tes-
sellar homology can be defined for three topologies. The case outlined above is
worked out. Invariants based on (X,.7,.7,7) and (¥, <') take into account the
bi-topological nature of the problem. In future work we will examine these more
detailed algebraic topological invariants. For the application in the forthcoming
chapter and applications to Conley theory the appoach in Section 4.4 suffices.

25The above arguments apply to sublattices of Nsuchas @ c UnU’' c U c X,and @ c U’ <
UuU' cX.






CHAPTER 5

Parabolic recurrence relations and flows

In the final part of this text we study a class of flows for which we demonstrate
the discretization of topology and dynamics as described in the preceding chap-
ters. The class of systems we consider are called discrete parabolic flows. Discrete
parabolic flows and associated parabolic recurrence relations occur in various ap-
plications of dynamical systems and represent important classes of conservative
dynamics as well as dissipative dynamics, cf. [66, 65, 67]. Examples of parabolic re-
currence relations are discretizations of uniform parabolic PDE’s, monotone twist
maps and fourth order conservative differential equations, etc, cf. [25, 24]. The na-
ture of discrete parabolic flows makes them very suitable for displaying the theory
developed in this paper. The application to parabolic systems entails the defini-
tion of explicit CA-discretizations and MA-discretizations. The algebraic methods
reveal a new invariant for braids and parabolic flows, g.v. Sect. 5.5.2.

5.1. Discretized braid diagrams

Braids can be treated in various ways. One way is to regard braids as a path in
a two dimensional configuration space. The more hands-on way to think of braids
as a collection of ‘strands’ between to copies of the Eucledian plane. A generic
projection onto the strip R x [0, 1] contains all information by tagging intersections
as postive, or negative. This representation is called a braid diagram. In this text
we consider a special class braid diagrams, piecewise linear and with positive
intersections. From [24] we recall the notion of closed discretized braid daigram.

DEFINITION 5.1. The space of closed discretized period d braid diagrams on m

strands, denoted @ffl, is the space of unordered collections of strands = = {z® 2;01,
defined as follows:
(i) (Strands): each strand z® = (z§,z¢,...,25) € R¥*! consists of d+ 1 anchor
points zf;
(ii) (Periodicity): z§ = xg(“) foralla = 1,...,m, for some permutation 6 € S,

(symmetric group);
(iii) (Non-degeneracy): for any pair of distinct strands z* and 2" such that
z¢ = ¢ for some i, the following transversality condition holds

’ ’

(Cﬂ?_1 - ‘T?—l) (xz'a+1 - x?ﬂ) <0.

69
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The elements = € 2% are referred to as discretized braids, or discretized braid dia-
grams. The spaces 2¢, can be topologized as metric spaces, cf. [24], and the con-

nected components of 29, called discrete braid classes, are denoted by [z].

REMARK 5.2. Note that the space 2 consists of tuples z = (zq, - - - , z4), with
xo = 24 and no additional conditions on z. Therefore, 2¢ ~ R as metric spaces.

Let us start with an important invariant of discretized braids. Given a dis-

cretized braid z € 2% . Two of its strands z and =" intersect if

() (¢ —29") (z¢, — 28;,) < O for some i, or
(ii) if for some i, z¢ = 2% and (29, — 2¢,) (v§, — 28,) <O.
Define ¢(z®, z) := #{number of intersection between z* and mo‘/} as the local
intersection number. Define the crossing number by
A(z) = % Z Wz®, z*) e N.
ata
The crossing number is an invariant for a braid classes [z], i.e. A is constant on

components [z] = Z4,.

REMARK 5.3. Generically a discrete braid has the property 2 # z¢ for all i
and for all & # «'. The local intersection number can be defined for generic braids
by counting sign changes, i.e. indices 7 for which (i) is satisfied.

Unordered sets = {x*}7_; for which Definition 5.1(iii) is not satisfied are
called singular braids and are denoted by X% . Pairs of strands for which Definition
5.1(iii) is not satisfied are called non-transverse and the crossing number is not de-
fined in this case. We can however consider a variation on the crossing number
that is defined for both discretized braids and singular braids. Let » € %¢, be a
singular braid. Then, following [22], we define the set

() = {x e 2% | |5 — 29| <, ¥iand Va} £ 0.
The crossing numbers
A_(z):= min A and A_(z):= max A
Fe(z) ()
are independent of € provided e > 0 is sufficiently small and therefore are well-
defined. For z € 2% the numbers A_(x) and A, () are also defined in which case
A_(z) = Ap(x) = A(x), cf. [22].

For a discrete braid z its braid components are given by the cycles of the permu-
tation 7. The the orders of the cycles which we refer to as the cycle orders is another
invariant for a braid class [z]. For example for 6§ € S5 given by 6§ = (01)(234)
the cycle orders are 2 and 3. We can define a special space of braids by coloring
components. In this text we are interested in particular in braids with dual color-
ing. The space of 2-colored discretized braids 22, consists of ordered pairs (z,y),

n,m
where z = {z*}}_} € 77 and y = {y*}}} € 2%, and (z,y) satisfies Definition

5.1(i)-(iii). In other words (z,y) € 2¢

n+m:*

We denote a 2-colored discretized braid
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by z rel y. The canonical projection 7: 2%, — Z¢, given by x rel y — y yields
the fibers ¢ rel y = 771(y). A connected component [z] rel y is called a (discrete)
relative braid class component with skeleton y. A connected component [z rel y] in
24, ., is called a (discrete) relative braid class. The fibers 7 (y) n [z rel y] consist of
relative braid class components [z] rel y and are referred to as the (discrete) relative
braid class fibers of [x rel y]. In most situations a braid class fiber consists of a single

braid class component.

DEFINITION 5.4. A relative braid class [« rel y] is called non-degenerate, or
proper if the cycle orders in z differ form the cycle orders in y. In particular, for
zrely € Z¢, is proper if the cycle orders in y are all larger than 1. In latter case
the skeleton y is also called proper.

If [z rel y] is proper, then its fibers 7= 1(y) N [z rel y] are and therefore also its
components [z] rel y are proper as well. For a skeleton y € 2¢ we consider the
singular braids in z rel y € X¢ . Denote the fiber of singular relative braids by

¥ rel y = 77 1(y).

5.2. Parabolic flows

Discretized braids introduced in the previous section are intimately related to
a class of recurrence relations.

DEFINITION 5.5. A parabolic recurrence relation (of period d > 0) is a system of
equations of the form

(51) Ri(xi—laxi,xi-kl) = 07 1€ Z7

where each R;: R?® — R is a smooth function such that

(1) Rijtrq = R; for all 4;
(11) 81R, > 0and 63R1 > 0.1

We denote the recurrence relation by R = (R;).

The following proposition establishes periodic solutions of parabolic recur-
rence relations as discretized braid diagrams. At a latter stage we also define
associated flows which yields an even stronger symbiosis between parabolic re-
currence relations and discretized braids.

PROPOSITION 5.6 (cf. [24]). Let x = {x*}7_ be a set of strands satisfying Defi-
nition 5.1(i)-(ii) with the property that R;(x{_ |, x$, x3 ) = 0, for all i and all o. Then,
x € 9%, i.e. Definition 5.1(iii) is also satisfied. Such a discretized braid is called a station-
ary braid with respect to (5.1). In particular, the crossing number of x is well-defined.

1One can weaken the monotonicity with one of the inequalities to be > for every i. For conve-
nience in this paper we assume strict inequalities for both partial derivatives unless indicated explicitly.



72 5. PARABOLIC RECURRENCE RELATIONS AND FLOWS

Associated to a parabolic recurrence relation we consider the following system
of differential equations:

(5.2) &y = Ri(wi_1,%i,Ti41), 1€ZL.

The solution operator as well as the system of differential equations will be re-
ferred to as a discrete parabolic flow. The objective is to find k-periodic solutions of
parabolic recurrence relations, i.e. sequences (z;), with z; x4 = x; for some k € N,
which satisfies Equation (5.1). In order to build a suitable theory for periodic solu-
tions we use the concept of discretized braids, cf. [24] Multiple periodic sequences
with possible different periods may be regarded as a discretized braid diagram.

The parabolic equation in (5.2) defines a local flow ¢ on the space of 1-periodic
sequences Z{ =~ R? with the standard metric topology. We refer to ¢ as a parabolic
flow. We say that a braid y € 2, is a skeletal braid for ¢ if Equation (5.1) is satisfied
for all y* € y. Shorthand notation R(y) = 0 and y is also referred as a skeleton for
. Recall that a skeleton for which the cycle orders are all larger than 1 is called a
proper skeleton. Relative braids z rel y € 2{ rel y for which y is proper are proper
as relative braids. In this case there is an important relation between parabolic
dynamics and the crossing number invariants.

PROPOSITION 5.7 (cf. [24], [22]). Let y € 92, be a proper skeleton (stationary braid)
for ¢, i.e. all cycle orders are strictly larger than 1, and let x vel y € % rel y. Then, for
e > 0 sufficiently small, we have that

(i) o(t,z)rely e Dfvely forall 0 < |t| < ¢
(ii) forall —e <t_ <0 <ty < eit holds that

As(zrely) = A(p(t_, z) rel y)
> A(p(t+,y) rel y) = A_(z rel y).

PROOF. Denote by k#y the k-fold covering of y, i.e. we take k concatenated

copies of y. The braid y gives a permutation § on the on the symbols {1, --- ,m},
cf. Defn. 5.1(ii). Choose k to be order of the permutation #. Then, k#y consists of
1-periodic sequences for i € {0, - - - , kd}. Moreover,

(5.3) )\(k#x rel k#y) = k)\(x rel y)

Since R;1q = R; we have that the flow " generated by 1 on 2/¢ is given by the k-
fold covering if we choose = € 2¢, i.e. p*(t, k#x) = k#to(t, ). If z € X{ rel y, then
k#tzx rel kfty € Y59 rel k#ty. Let y be a strand such = and y* are non-transverse.
Since all cycle orders of y are larger than 1 we have that all relative braids x rel y
are proper and thus  — y® # 0 for all « (strands don not coincide). By the main
result in [22] this implies that (" (t_, ), k#y*) > (" (t+, x), k#y*) forall —e <
t_ <0 <ty < e If we combine this with the crossing number for k-fold coverings
we obtain

Dkt @) kty™) > D0k (b, @), k),

« «



5.3. CLOSURE ALGEBRA DISCRETIZATIONS FOR PARABOLIC FLOWS 73

which implies that A(*(t_, ) rel k#y) > A(* (¢4, z) rel k#y) and thus

A(k#(p(t_, x) rel k;#y) > A(k#(p(t+,m) rel k#y).
Property (5.3) then gives

A(p(t—,z) rely) > X(p(ts, x) rel y).

From [22, Thm. 1(ii)] it also follows that A(p(t—,z) rel y) = Ai(z rel y) and
A(p(ty,z) rel y) = A_(x rel y), which completes the proof O

As a consequence of the above proposition we conclude that A, (- rel y) is a
discrete Lyapunov function for ¢ and the value of the Lyapunov function strictly
drops at singular relative braids.

REMARK 5.8. If we do not require the cycle orders for y to be strictly larger
than 1 then if = may coalesce with the 1-periodic strands in y in which case asso-
ciated the singular braid is stationary and Proposition 5.7(ii) does not hold in that
case. For application of these technique for improper braid classes recall [24, 67].

Besides crossing numbers and cycle orders another invariant for relative braid
classes can be defined, cf. [24], and which is of algebraic topological nature. In this
case we assume that the components [z] rel y are bounded as sets in R?. In Section
5.5.1 we provided an extensive account of the algebraic invariant which is also re-
ferred to as the Braid Conley index. The theory in [24] implies that the invariants
are homotopy invariants, i.e. a homotopy hs(y) in Z¢ yields isomorphic invari-
ants. The latter is useful for choosing convenient representatives y for studying
the relative braid class fibers in { rel .

5.3. Closure algebra discretizations for parabolic flows

In this section we assume that a skeleton y € 2% always consist of two ex-
tremal strands: define y~ = y° and y* = y™ ! such that the remaining strands
satisfy y; < y® < y;7, forall @ = 1,--- ,m — 2. The latter collection of strands is
denoted by g. The skeleton y now induces a bounded cubical complex as will be
explained in Section 5.3.1.

DEFINITION 5.9. Let y € 2% be as described above and assume that 3 is
proper, cf. Defn. 5.4. We consider points = in

(5.4) X={ze2!|y; <z <y } <R

which is a compact metric space with metric topology induced by R?, cf. Rem.
5.2. Let ¢ be a parabolic (local) flow on X generated by Equation (5.2) where the
parabolic recurrence relation R satisfies R(y) = 0.

Regard y = {y~,y*} as sub-skeleton. For z equal to either y~ or y* the local
flow ¢ is stationary. If z; = y;, or x; = y* for at least one i, i.e. x € 0X as subset
of R%, then z rel § € { rel §. Proposition 5.7 then implies that A(p(t, z) rel §) =
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A(z rel §) = 0, which yields ¢(t,z) € X for all t > 0. If we invoke the remain-
ing strands in y the semi-flow ¢ will display monotone behavior with respect to
relative braid classes in the spirit of a Morse tessellation as is described in the
forthcoming sections. In practical terms ¢(t, x) rel y is generically contained in a
relative braid and ¢(¢, x) rel y can evolve from one braid class to the next and not
return. Summarizing, the parabolic flows satisfy the following properties:

(i) ¢: RT x X — X is smooth semi-flow on X;
(ii) the braid y € ¢ is a skeleton for ¢.

We now study parabolic flows on X for a fixed skeleton y € 2. From this point
on we assume that y is a skeleton as described above with ¢ proper.

REMARK 5.10. The boundary strands y~ and y™ model boundary conditions
on the parabolic flow pushing in. Using alternating strands we can also model
boundary condition pushing out, cf. [24]. Variations on push-in or push-out
boundary conditions can be obtained by different combinations of multi-strand
braids. In this paper we restrict to push-in boundary conditions modeled via the
strands ¢y~ and y*.

5.3.1. Discretization of the metric topology on X. We define a cubical com-
plex X for X as follows. From the definition of X there exists a natural grading on
X via co-dimension of tangencies. Define

GdX = {.I | T; # y?L7VZ7Oé}7

Gar X = {z | @iy =y, iy =y i # - #ir),
where k = 1,---,d. Note that the indices a;; are not necessarily distinct. If o =
a;, =+ = «a;,, then a € {0, m — 1} by the definition of X and the assumption that

7 is proper. The top cells £ € ¥ =: G ;¥ label the connected components of the set
G4X, which we refer to as generic braids. The (d — k)-dimensional cells £ € G4 ¥
label the connected components of the set G4—, X, cf. Fig. 5.3(a). All cells realize
as open rectangular cuboids |¢] in X and are thus homeomorphic to open k-balls
in R*, k > 0. The set ¥ of cells is forms a CW-decomposition of X, cf. Sect. 2.6.2.
The map

(5.5) cell: X — X, defined by cell(z) = &, for z € ||,

is a CW-decomposition map and thus Boolean. The co-dimension provides the
dimension grading of X:

dim: X — X, with dim¢ = ¢ if and only if |¢| € G, X.

The face partial order on X defines the discrete closure operator ¢l { = | The
triple (X,cl,| - |) is a CA-discretization for X and the finite algebra (Set(X), cl) is
the associated closure algebra discretezation of (Set(X), cl).

Note that generically a relative braid x rel y € Z{ rel y is a point in a top cell
€], € € X', This justifies the notation A(¢) as the crossing number of a top cell.
The same applies to the crossing numbers A_ and A, i.e. A_(§) := min{A(n) |
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7 € staré N %T} and Ay (€) := max{A(n) | n € star{ n %T}. Define the following
combined crossing number function on ¥:

A:X S NxN, € A := (A_(6), AL (9))

Tol 1 [2] rel y

T4 x| x rel y

FIGURE 5.1. Skeleton y [left] and y with free strand z (in red) [middle].
A relative braid class component [x] rel y which is a top-cell in ¥ [right].

REMARK 5.11. It is often convenient to use the following normal form for the

skeleton y: for any fixed 4 the cross-section (3, y!,...,y™ ') is a permutation of
{0,1,...,m — 1}. That is, the anchor points (y§*) are integers and take unique

values between 0 and m — 1. This implies that the pairs (i, y*) lay on the integer
lattice within the box [1,d + 1] x [0, m — 1]. The cubical complex ¥ is comprised
of cells ¢ which we define as follows. Consider sets I} = (i,i + 1) = R for for
i€{0,---,m—2}and sets I? = {i}, forie {0,--- ,m — 1}. A cell { is given as

(5.6) €] = I < I x .o x T)Y,

where j, € {1,2}, i, € {0,---,m — 2} for I} and i € {0,---,m — 1} for I?.
Figure 5.3(a) below shows a skeleton y in normal form and Figure 5.3(b) depicts the
cubical complex consisting of unit squares. We can now use the cubical complex
to describe a normal form of the braid component [x] rel y with y in normal form.
The dimension of a cell £ is given by dim¢ = >, k2 Jk, where the integers are
determined by the representation of |{| in (5.6).

Figure 5.1[left] above is an example of a skeleton y € Z3. Figure 5.2[left] dis-
plays the CW-decomposition in terms of cubes. Figure 5.2[left] also gives the cross-
ing numbers A(¢) for the top cells £ € ¥,

5.3.2. Discretization of flow topologies. In the previous section we described
a natural CW-decomposition to discretize the metric topology on X. We now de-
fine a second discrete topology on ¥ via a pre-order such that the map A: X —
N x N is order-preserving and which serves the purpose of discretizing the block-
flow topology 7,~. The order on N x N is the product order, i.e. (a,b) < (a/,0)
if and only if @ < o’ and b < VY. We build a pre-order for discretizing .7, in two
steps:
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(i) Define the (symmetric) relation ¢ X x ¥ as the partial adjacency relation
(€.€),(€.6)e€ = ¢eX andgea ¢ ?
(ii) Define the discrete flow relation 1 < € as follows:

(68N ey = Al <A()

By construction A is order-preserving. Observe that (£,£) € ¥ ifand only if € € X'
Since every relative braid and relative singular braid is associated to a unique cell
¢ we devide up the cells in ¥ into two groups, the regular cells £ € X,o, and the
singular cells £ € Xng which may be characterized as follows:

€€ Xy, ifandonlyif A(E) = A_(§) = AL(€);
€ € Xiing, ifandonlyif A_(&) < A;i(§).

The transitive closure of 1 yields the discrete derivative operator I't := (¢p*)~!
and the transitive, reflexive closure ¥*= defines the pre-order <™ and yields the
discrete closure operator ¢l := (1*=)7!,and cl" =id U T'*.

LEMMA 5.12. The discrete closure operator c1™ defined above satisfies the continuity
condition 1™ |U| < |1t U| forall U < X.

PROOF. By Remark 3.16 it suffices to show that ¢(t,z) € |cl*¢| forall t > 0,
for all z € |¢| and for all £ € ¥X. Let £ € X, then p(¢,z) € |staré| forall 0 < ¢ <
for some 7, sufficiently small. If £ € X,qz, then star ¢ < cltdandif £ e Xiing, then
star ¢ ¢ cl™¢. In the former case ¢(t,x) € |staré| < |cl*¢| forall 0 < t < 7, for
some 7, sufficiently small. In the latter case we argue as follows. From Proposition
5.7 we have that o(—t,z) € [¢7|* o(t,z) € ||, forall 0 < t < 7, with —,¢F €
star& N X', Moreover, A\(€7) = A, (¢) and A(€1) = A_(€). This implies that

(5.7) AE7) > A(E) = (A (8), A-(8)) > A(ET).

This proves that (£1,€) € 9 and thus ¢(¢,z) € |c17¢| for all 0 < t < 7, for some 7,
sufficiently small.

The above arguments show that for every x € X the flow satisfies ¢(t, ) € |7]
forall 0 < ¢ < 7, for some 1 € Xey. Let t' > 7, be the first time that ¢(t',x) € [(]
for some ¢ € Xiing N cl n. Then, by (5.7), A(n) > A(¢) and thus ({,n) € 1 and
consequently ¢ € cl*¢. We can repeat the above argument to conclude that the
criterion in Remark 3.16 is satisfied for all ¢ > 0. g

Tx

REMARK 5.13. In view of Theorem 3.14, since X is compact, it suffices to prove
that (¢, z) € |el™¢| forall 0 < t < 74, some 74 > 0.

2In term of the face partial order this reads £ < &’.
3Here star is associated with the discrete topology (¥, <) given by the CW-decomposition.
4A cell £~ does not exist when & corresponds to a boundary cell for X.
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G2 @y @2 @ (4,6) (6,6)
12 /10| 8 6 4 2 0 +—QO<+—H1

10| 8 6 4 4 2 2

8 6 4 2 4 4 4

6|6 64666 (0,2) 0(2,2) (2,4) ® (2,6) (4, 6)
4 4 4 2 4 6 8

2 2 4 4 6 8 |10

I Tl I el 0,0 (0, 2) e @2 (2, 4) (4, 4)

FIGURE 5.2. Cubical complex ¥ and values of A(€), € € X7 [left], for the
braid diagram displayed in Fig. 5.3. The outlined regions are magnified
in the middle and right figures and indicate the relation 7). On the vari-
ous cells ¢ € X it gives the Lyapunov function A.

REMARK 5.14. Equation (5.7) in the above proof also implies that (£,{™) € ¢
which is equivalent to (£7,&) € ¥~!. The latter implies p(—t, |¢]) < |cl7¢] for
all t > 0 and for all £ € ¥, where cl™ is the closure operator obtained from the
opposite relation 9y~ < X x X.

Lemma 5.12 shows that (Set(X), c1) is a CA-discretization for the Alexandrov
topology (X, 7 1) defined by the parabolic flow. If we also invoke the observation
that (£,¢) ey ifand only if { € X" we can prove an even stronger statement.

LEMMA 5.15. The discrete derivative operator 't satisfies T |U| < |THU| for all
U X

PROOF. The proof follows along the same lines as Lemma 5.12. As pointed
out in Remark 3.16 it suffices to show that p(¢,z) € [T'T¢| forall ¢ > 0, for all z € ||
and for all § € X. If { € X, then either £ € X7, or A(n) = A(¢) forall all 5 € star €.
If ¢ € X', then o(t,z) stays in |¢| for all 0 < t < 7, for some 7, sufficiently small
and thus in [T*¢| by the observation that (£,€) € + if and only if ¢ € ¥'. The
remaining case follows as before and therefore ¢(t,z) € |star{| < |[T'*¢| for all
0 < t < 7, for some 7, sufficiently small. In particular for 0 < ¢ < 7,. The case
& € Xing follows as in the proof of Lemma 5.12. O

REMARK 5.16. Note that Lemma 5.15 implies Lemma 5.12. This indicates that
the decomposition cI” = id U I'" on Set(X) allows a discretization c1” = id U T'*
on Set(¥X) with an explicit derivative operator I'". The same conclusions hold for
cl” =id u I'" defined via the opposite relation ¢! < X x ¥.

The CA-discretizations for (X, .7 ) and (X, ) are constructed according to
the crossing number function A and are especially designed to display the behav-
ior of ¢ with respect to singular braids, cf. Prop. 5.7. One can define more refined
discretizations that yield more discrete forward invariant sets. The next lemma
explains why we use this particular construction of CA-discretization for (X, .7 )
and (X, 7).
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1‘2+1‘()7>2‘§7>6 %7>% 0
\ Y Y M Y
10»8 +6 4422
| | A A A
Y M M 1 1
8 6 424444
v t
?4»?4»?—»44—64»64»6
Y Y v # #
4e-lod-p2<A14648
— y Y
224 d<el<4- 6«88«10
1 et
04244 «—8<10+12

FIGURE 5.3. Cubical complex X, X restricted to X" and the closure op-
erator cl' induced by the relation 4 visualized as a directed graph [left].
Elements of SC with more than one top cell are outlined. Poset SC, where
vertices are labeled by A [right].

LEMMA 5.17. Let U < X be a closed, forward invariant set for 4, i.e. c1 U = U and
1t U = U. Then,

(5.8) U cint U.
In particular, U is a regular closed set in X.

PROOF. For ¢ € U we distinguish between ¢ € X"and ¢ ¢ X'. We start with
the latter. For ¢ ¢ ¥ consider two cases: (i) ¢ € int U. Then, star ¢ < int U/, and by
the definition of 9 we have that Y ~1[¢] := {n | (n,€) € ¥} < staré < int U.° (ii)
¢ e UNint U = cl U~ int U = bd U (using the fact that cl U = U). Then, star & ¢ U.
Under the condition that c1* U = U regular cells ¢ € X, satisfy the property that
star ¢ < U. This implies that boundary cells are singular cells £ € Xy;,,. As before
W 1¢] © staré < ¥ and thus ¢~ 1[¢] is open. Since cI™U < U also v~ [¢] < U
which yields ¢ ~'[¢] « ¥T ~ U  int U.

Consider the case ¢ € U = U A X'. Then, P € Unel € « U since
clU =Uand cl™U = U. Let € 4~ [¢] ~ X" be a cell which is not interior to U, i.e.
n € bd U. By the same argument as before 7 € Xy, and by Equation (5.7) we have
that A(n) > A(§) which yields (§,7) € ¥ and (n,£) ¢ 1. The latter contradicts
the existence of boundary cells 7 € 1~ 1[¢]. Consequently, ¥ ~![¢]  int U, which
holds for every ¢ € U.

Iterating this procedure gives (1»~1)¥[¢] = int U, k > 1 and thus T*¢ < int U,
cf. Thm. 3.14. This proves that I'"U < int U. The realization |U| is a closed, for-
ward invariant set and satisfies (¢, |U|) < int |U| for all ¢ > 0. Therefore |U| is thus
a closed attracting block. Such sets a regular closed by Theorem 3.23. Since the
CA-discretization (¥, <, | - |) is Boolean the same holds for the sets U in (X, <). O

From the previous consideration we propose a pre-order <' and we show that
<' yields the right continuity properties with respect to cell as defined in (5.5).

5Note that this does not require closedness for neither of the discrete topologies.
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Define the pre-order
(5.9) <tTi=<v <t
i.e. Uis closed in (¥,<')ifand only if cl U = U and cl™ U = U.

THEOREM 5.18. The pre-order <' defines a Morse pre-order for (X, 7, 7.7), i.e.
the maps

cell: (X,.7) - (¥, <), and cell: (X,7,7) — (¥,=1),

are continuous.

PROOF. To proof the above statement we need to show that for U = ¥ closed
in (X, <') the pre-image cell *U = |U| is closed in (X,.7) and open in (X, .7,”).
Let U be closed in (X, <). Then, cl U = U and 1" U = U which implies that || is
closed in (X, 7). By Lemma 5.17

ot |U]) < U o, |U]) =TT U < |ITTU| < |int U| = int|U|, Vt > 0,

t>0

which, by Lemma 3.7, proves that |U| is open in (X, 7,7). O

The above theorem shows that sets that are closed in both discrete topologies
are closed attracting blocks and therefore < v <*=<' defines a Morse pre-order
for parabolic flows with skeleton y and which is an antagonistic coarsening of
discretizations for both 7 and .7, ~, cf. Sect. 2.5, i.e. take <" and > respectively.

REMARK 5.19. If #{ < X is a closed, backward invariant set for v, i.e. cl1U = U
and cI”U = U. Then, I'"U < int U. The arguments in the proof of Lemma 5.17
remain unchanged if we replace v with ¢ ~!. For the latter we use the first part
of the inequality in (5.7). This proves the same statement for closed, backward
invariant sets.

REMARK 5.20. From the previous consideration we can define a discretization
of the block-flow topology .7,~. Using the relation v as defined above we have
the derivative operators I'",I'": Set(¥) — Set(¥). Define the discrete operator
I'; :=T"cl Since I'" gives a DA-discretization for the Alexandrov topology .7~
we have by Remark 3.16 that

p(—t,cl[e]) = p(~t, el &) = [T el ] = [T7el, V> 0.

The discrete operator I'; satisfies the hypotheses of Lemma 3.13 and therefore
cl, : Set(¥X) — Set(X), given by Lemma 3.13 defines a CA-discretization for (X, 7).
The antagonistic coarsening of (X, cl,cl,, |- |) is the pre-order <' in (5.9).

The following lemma gives a characterization of the transitive, reflexive clo-
sure of 1.

6The meet of two pre-orders is defined as the transitive closure of the union of the two relations,
ie.<vti=(gughHt.
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LEMMA 5.21. (§,¢') € ¢*= if and only if there exist cells &y, - - - &, with & = &,
Eo=¢and (&,6i1) € X' x Ga1X, o7 (&,&i41) € Ga1X x X7, such that

(510) (50751)7 (51752)) R (567275471)7 (é-fflagf) € 'l,b

PROOF. We prove the lemma in one direction since (5.10) trivially implies
(£,€) € +=. We may assume without loss of generality that £,¢" € X', ¢ # ¢'.
Indeed, if & ¢ X' then § € Xieg, Or § € Xging. For the former we can choose
¢ € star n X' such that A(§) = A(¢), and for the latter case A_(€) < A4 (€).
Therefore we can choose ¢ € star € nX " such that (A_(£),A_(€)) = A(§) < A(€) =
(A_(€), A4 (€)). We can thus choose ¢ € star € n X' such that A(£) < A(€). Simi-
larly, if ¢ ¢ X" we can choose £’ € star &’ n X such that A(€) < A(£).

By definition (¢,¢') e pif (a) ¢ e ¥ and e cl ¢, or (b) ¢ € ¥ and ¢ € cl &, or
(c) £ = ¢ which we may exclude in the proof. Consequently, (§,¢’) € 9+= implies
the existence of

(£a770)7 (770701)7 Tty (Uk—lv 77/6—1)7 (nk—17€/) € "pa

with n; ¢ ¥" and 0; € ¥'. The lemma is proved if we prove (5.10) for the case
(0,n),(n,0") € ¥, 0,0/ € X and i ¢ X¥'. Assume without loss of generality that
n € GpX, k < d — 1. By the definition of ¥ it holds that A(o) < A(n) < A(d'),
which is equivalent to

(A(@), (A(0)) < (A=(0), A+ (n)) < (A(e"), (A(0")).
Since A_(n) is minimal over starn n X' and A, (n) is maximal over starn n ¥'
it follows that A(0) = A_(1) < A, () = A(0’). Moreover, every o” € starn n X'
satisfies A(0) < A(6”) < A(¢”). Choose 0” € starn n X such that cl o n cl 0" N
Gi-1X # @ and let ¥ € G4_1X be the unique cell in cl o N cl ¢” N G4_1X. Then,
A(o) < A(') < A(0”) < A(d') and (o,7'), (', 0") € 1. Observe that cl o’ and
cl o” intersect in a cell 77 € star n with A(¢”) < A() < A(0’) and star 7 < star .
Now repeat the above steps by using the cells in starn n ¥ at most once. This
process terminates after finitely many steps, proving the lemma. O

THEOREM 5.22. The partial equivalence classes of 1= correspond to the discrete
relative braid class components in 9 vel y for a given skeleton y.

PROOF. We distinguish regular and singular cells. Every regular cell £ deter-
mines a discrete relative braid. This assignment is not one-to-one in general. Let
the braid class component [x] rel y be the connected component of z rel y for some
x € [¢]. Any point 2’ rel y € [z] rel y corresponds to a cell £ € X, with z € |¢/].
Let v: [0,1] — [z] rel y be a path joining = and «’. Then, v(s) € |&] < [z] rel y,
£ € Xieg forall s € [0,1]. If & € Ajeq, then staré < X,y and A(n) = A() for
all € star¢. Therefore, the set ([ ;1 | star | is an open covering of v. Since
A(star &) is constant for all 5, the compactness of path v implies that A is constant
on [ J,e(o,1) star & and in particular A(§) = A(¢'). The path also yields a chain ¢;
satisfying (5.10) which proves, using Lemma 5.21, that (£,£') € ¥*=. Since this
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holds for any two relative braids in [z] rel y we conclude that the set of all cells U
with |U| = [z] rel y is contained in a partial equivalence class of ¢*=. Conversely,
equivalent cells belong to the same braid class component which proves that the
braid class components are realized by the partial equivalence classes of ¢p*=. [

From the theory in Section 3.4 we have that <! restricted to X" defines a con-
densed Morse pre-order (¥, <T). The condensed Morse pre-order (¥', <) can be
characterized as follows. We define a relation 4T on X' in two steps.

(i) Let ¢" X7 x X" be the (symmetric) adjacency relation given by
(6€) el = Gua¥ncléncd #2 and €#¢,

i.e. (€,¢) e ¢"if and only if the cells ¢ and ||¢’ intersect along a (d — 1)-
dimensional face.”
(ii) Let ! < ¢' be defined as follows:

&) ey’ — A <A®E),
cf. Fig. 5.3[left] and [right].

THEOREM 5.23. The transitive, reflexive closure T s the restriction <T of <
to X . In other words, wT+= is a condensed Morse pre-order for .

PROOF. Let (¢£,¢') € 9T, then ¢ and ¢ are adjacent top cells and A(¢) < A(¢').
By definition there exists a unique cell n € G4_1¥ ncl £ ncl &, and starn =
{n,&,¢'}. The Lyapunov functions for these cells are given by A(£) = (A(£), A(€)),
Aln) = (A).AE) and A(¢) = (AE),A(E)). Consequently, A(¢) < < ) <
A(¢') and thus (€,7), (n,£') € ¥. By definition (§,¢{’) € ¢T+= is equivalent to pairs

(50)51) (55 lvéf)ew—r7

with £y = £ and §k = ¢'. Therefore, (£,¢') € 'c,bT ~ implies (§,¢') € ¢pt=. We obtain
the inclusion, 9Tt~ < p+= A (X7 x X7).

Conversely, let (£,£') e pT=n (%Tx %T). By Lemma 5.21 there exist &, - - - , &,
with §y = € and &z = &', such that (5.10) holds. This yields

(aisoiva) €T, i =0, €1,
which implies that (¢,¢') € 777, This provides the opposite inclusion $+= n
X' xXNcyT T andthuspt=n (X x¥) =T F".
Since < restricted to ¥ is an anti-chain the restriction of < to ¥ is equal to
the restriction of <* to X', i.e. p+= (9€T x X¥1). Therefore, the restriction of <' to
XTisequalto sy’ 7~ A (X7 x X¥T), which completes the proof. O

By Theorem 5.23 the transitive, reflexive closure 37" is a closure operator
on X', ie. cl' = (4»""7)7!, and is thus a condensed Morse pre-order for ¢. By
Theorem 5.22 the braid class components correspond to the partial equivalence
classes of ¢p*= and therefore with the partial equivalence classes of Pt . By the

Recall that Gg_1 X is the skeleton of co-dimension one cells in X.
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order-preserving map dyn: (¥, <) — (SC, <) given in (3.18) we obtain the partial
equivalence classes of <. The interior yields the braid class components: the
open sets int |[dyn~'S|, S € SC, describe all discrete braid class components. The
advantage of |dyn~' S| is that its Borel-Moore homology gives its Conley index via
H'°(S). Another way to retrieve the braid class components from < is to use
Section 3.4.2. In this way we obtain the closures of the braid class components.
This way one cannot immediately determine its Conley index

In the next section we carry out a specific analysis for a number of examples
of parabolic systems.

5.4. Recipe for global decompositions

In this section we apply the methodology of this text to parabolic flows in
combination with the theory of discretized braids. This application will use all
of the ingredients described in the previous chapters. We also place an empha-
sis on the computational aspects and highlight how these can be carried out in
practice. The goal is to obtain a Morse pre-order for a discrete parabolic flow ¢,
which encodes the directionality of ¢, from which we can determine a (graded)
tessellar differential module, a graded representation (connection matrix), and a
tessellar phase diagram, whose structures reveal information about the invariance
and connecting orbits of .

Section 5.4.1 outlines the general recipe for computing a Morse pre-order and a
graded representation applied to parabolic flows. In order to make use of the algo-
rithm CONNECTIONMATRIX of [31], we also assume that we work with homology
over fields. Section 5.4.2 is specific to parabolic flows, and introduces parabolic
Betti numbers/homology using the lap number grading.

5.4.1. Computing Morse pre-orders and tessellar chain complexes. We di-
vide the computations into three appropriate steps: topologization, discretization
and algebraization. These steps use the tools of graph theory and computational
algebraic topology.®

5.4.1.1. Topologization. (a) The space of d-periodic sequences is a cube in R¢
and is given the standard metric topology. The block-flow topology given by a
parabolic flow is derived from the backward image operator as explained in Sec-
tion 5.3. The idea in Section 3 is to construct a pre-order that discretizes both the
metric topology as well as the block-flow topology. This is carried out such that
CW-discretization map cell: X — X has the right continuity properties.

8These computations can be set up for a given skeleton using the open-source software package
PYCHOMP [33]. Of note is that the software is very efficient, and can calculate condensed Morse pre-
orders and connection matrices for examples of parabolic flows with |¥| ~ 2.5 x 100, and |SC| ~
6.2 x 10%, cf. [32]. More details on the software and algorithms, in addition to timing information for
computational experiments, can be found in [31, 32].
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5.4.1.2. Discretization. We breakdown discretization into steps (b)—(f); steps
(b)—(d) are represented in Fig.’s 5.1-5.2 and step (e) in Fig. 5.3.

(b) For parabolic flows we use specific discretizations that are compatible with
the braid classes for a given skeleton y, i.e., the top-cells ¥ ' correspond to generic
braids given by G4X. For a given skeletal braid y € %¢, that is stationary for ¢
and for which ¢ is proper, the phase space is given by Equation (5.4). Following
the representation in Remark 5.11 we represent y in normal form’ which yields a
cubical CW-decomposition X with the appropriate number of cubes, q.v. Fig. 5.3.

(c) The top cells & € X" of the cubical CW-decomposition described in (a) cor-
respond to the subsets |¢| = G4 X of generic braids z rel y € 2§ rel y, cf. Sect. 5.3.1.
For the top cells we determine the symmetric adjacency relation ¢ < ¥" x ¥ as
described in Section 5.3.2.

(d) For every generic braid diagram « rel y the crossing number A(z rel y) =
A(€) € N is well-defined and can be given as the crossing number A(&) of the
unique top cell representating « rel y. From the description in Section 5.3.2 we
obtain the generating relation ¢ — ¢ for the condensed Morse pre-order < via
(¢€,¢) e T if and only if A(€) < A(¢).

(e) For the relation 9" we compute the poset of strongly connected compo-
nents (SC, <). This can be done in time O(|X"| + [¢)T|) using Tarjan’s algorithm
[64].) The elements S € SC correspond to discrete braid class components via
int |cl S|, where cl is closure in (X, <) and int is interior in (X, 7).

(f) We use the formula for the map dyn: X — SC given by Theorem 3.29
to reconstruct the pre-order (¥X,<"). The partial equivalence classes of <' are
given by dyn™'S. Note that cl dyn™*S = cl S. The difference between dyn™'S
and cl S is that the former is convex in (¥, <') and thus locally closed in (¥, <).
This implies that |dyn~'S| is locally compact, and that the Borel-Moore homology
is well-defined and can be computed via the cellular homology. The pre-order
(X, <) defines a Morse tessellation. The Morse tiles are given by the formula
|dyn~'S| = Gs X, cf. Eqn. (4.23). Having the pre-order (¥, <') now establishes the
discretization map

X cell % dyn SC

\tM
which also induces a non-trivial grading of X.
5.4.1.3. Algebraization. The steps (a)—(f) yield the cubical CW-decomposition
¥, the poset (SC, <) and the map dyn: X — SC.
(g) The CW-decomposition map cell: (X,.7) — (¥, <) together with the map
dyn: (X, <) — (SC, <) form an SC-graded cell complex, cf. [31], which is the input
for the algorithm CONNECTIONMATRIX of [31].

None of the results here are affected by choosing a normal form because all skeleta are homo-
topic, cf. [24].

ONote that without a condensed Morse pre-order it would take time O(|X| + |<|) to compute
the poset SC.
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S Sz Sio

So 1 0 0

05 @ ZuS) - @ Zos)y 0, = S0 01
i€{6,8,10} i€{0,1,3,4} Ss 1 1 0

Sa 0 1 1

FIGURE 5.4. Graded tessellar differential module C*'!*(X) for the exam-
ple in Figure 5.1[left]. The differential dtite is computed using Z coeffi-
cients [right].

As output, we obtain the graded tessellar differential module C*!¢(X), as de-
scribed in Section 4.4, cf. Fig. 5.4. In particular, we obtain the Borel-Moore ho-
mologies HBM(GsX), and all Borel-Moore homologies are finitely generated. In
general the time complexity of this step is O(|¥|?), however in practice it is lin-
ear [32].

(h) Since the homology is computed over a field, i.e. K = Z, it is completely
described by its Betti numbers/Poincaré polynomials. We visualize the ensemble
of Morse pre-order and tessellar differential module by augmenting the Hasse dia-
gram for SC by providing the Borel-Moore Poincaré polynomials of the Morse tiles
GsX. This visualization of the tessellar phase diagram (11, <') in given in Figure
5.5, cf. Sect. 4.4.

FIGURE 5.5. Tessellar phase diagram for (11, <') for the example in Fig-
ure 5.1. The elements in (SC, <) are labeled with the natural numbers.
Elements S € SC with trivial tessellar homology are indicated only by
label.

This structure is an algebraic and combinatorial description of the global dy-
namics of ¢, encoding both the directionality and the invariance. We can also
display the tessellar differential (connection matrix data), although in practice we
regard this as a separate, queryable data structure which lives over the tessellar
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phase diagram. The pure tessellar phase diagram is obtained by the subposet of
vertices with non-trivial homology, cf. Fig. 5.6.

FIGURE 5.6. The pure tessellar phase diagram (II, <*) for the example in
Figure 5.1.

5.4.2. Lap number grading and parabolic homology. From this point on we
use field coefficients R = K. In the above calculations we compute the tessellar
homology associated with the discretization tile: X — SC. The elements of SC
represent discretized braid class components and therefore the crossing number
A(S) € 2Nis well-defined for all S € SC, i.e. we have an order-preserving map S —
£A(S). The latter may be regarded as a discretization map and will be denoted by
lap: SC — N. This yields the following factorization

SC

(5.11) file lap

pb
X —N

where pb: X — N is the composition of tile and lap. By the same token as be-
fore the discretization lap yields an N-graded differential module/chain complex
(C*e, d'1°) and an N-grading of the tessellar homology H'!°. Following the pro-
cedure in Section 4.2.3 we have:

DEFINITION 5.24. The scalar discretization lap: SC — N yields a bi-graded
homology theory for H'!¢ which is be denoted by

(5.12) Hyq(X) = G,H™(X), p,qeN,
and will be referred to as the parabolic homology."!
The parabolic homology is defined for all sets Gy,_y X, with U ~ U’ convex in

(SC, <). In particular, if we restrict to the convex sets {S} in (SC, <) we obtain

7 HPM(GsX) forp=lapGsX;
(5.13) prq(GSX):{ ¢ (GsX) forp=1lapGs

otherwise.

HThe definition of the parabolic homology and the bi-grading uses the fact that we use field
coefficients. In general we only obtain bi-graded Betti numbers.
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!
For convex sets U ~ U’ = ¥ we have:

PGy X) = ) (vank Hy, o(Gy gy X)) A e
p,qeN
and Py, (C'(Gy X)) = scrtr Dpqen (rank Hy ¢(GsX))APpt. The Morse
relation from Theorem 4.18 yield

0
(5.14) > Pau(GsX) = Pu(X Z (1+A"w)Q5 .,
SeSC =1

with QY , >0
The matrices below describe the tessellar differential with ¢ and p grading
respectively for the skeleton y in Figure 5.1.

So S1 83 Sa | Se Ss Sio So S1| Sz Sa| Se Ss Sio
So 1 0 0 So 0 0|1 0 O
S1 0 0 1 Si 0 0|0 O 1
S3 11 0 S3 1 1 0
Sa 0 1 1 Sa 0 1 1

86 86
Sg 38
S1o S1o
Using K = Z, the left matrix is d*!'® as chain complex boundary for C***5(X) =

@QE{M}C““’( ), with
Cile(X) = @ 7Sy, and CI*™(X)= P Zx(Si).

i€{0,1,3,4} i€{6,8,10}
The right matrix is d*!® as differential for the Z-graded vector space C'°¢(X) =
Dpefo1,2y G Ct”e(X), with
G Ctlle G_) Z2<S >’ Glctlle 6_) Z2<S > GZCtlle @ ZQ<S >
i€{0,1} i€{3,4} ze{6 8,10}
Figure 5.4 depicts C*'!!¢(X) as chain complex and Figure 5.7 below depicts C*i¢(X)
the differential vector space. If we determine the parabolic homology of the sets

0— P Z(S) —— < 0) P Z(Si)y —— <> @ 7Sy — 0

€{6,8,10} i€{3,4} i€{0,1}
L (657) J

FIGURE 5.7. The tessellar differential module C*'!*(X) with the terms of

the tessellar differential acting on the different groups G,C*"*(X), p =

0,1,2.
S e SCin Figure 5.1 we obtain a refinement of the reduced tessellar phase given
in Figure 5.8. To compute the bi-graded homology we use the spectral recurrence
procedure. To illustrate the lap number grading we start with computing H,, ,(X)
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for all p, gq. Recall that G, X is a convex set and is the union of braid classes with
lap number p and F), X is the union of braid classes with lap number less or equal
to p. We compute the homologies from the chain complex (C*il¢, d'¢). We have
the following short exact sequences:

0 — FLOOtlle 0,0 Ctlle J1,0 G, Ctlle ;

7Jl,O JZO
0— Fl Ctlle - Ctlle G Ctlle ;

0 — Fllc{ile i1,1 F Ctlle J2,1 G Ctlle 0,

and the isomorphisms

Jo,o i Ji,1 i i
Ctllc G()C(t)llc, F Ctllc Glc«{llc ~ 0’ GQCSIIC ~ (.

The vector spaces are generated by the non-trivial classes given in Figure 5.4. To
build the spectral sequence we have have page 1: Ej , = H{'*(GoX) = Z3, E} ; =
HE'®(G1X) =~ 73 and Ezl’1 = H{'*(GyX) = Z3, cf. Sect. 4.2.3. Furthermore, E} ;,
El,, Etf,, B}, and E}

».q- fOr p,q > 2, are trivial. The relevant spectral sequences
are:

1
0—Ey —>Ejy—0, 0—E}; —>FE],—0,
where El | = 0 and dj ; = 0. The differential dj; can be determined from the
above data. From the the third short exact sequence above we have

k2,1

o HI(F X) 2 B (F,X) 25 H(GoX) 2 HY (R X) — -

where kj; is the connecting homomorphism. The vector space Ej ; is given by

di(U): GoCtle — G ¢, where d; (U), with U = lap~'2, is the zero matrix. Let
v = (a,b,¢) € Dje(p,5,10; £2{Si) be a cycle. Then, the inverse image under js; is
the same element v € chme Apply d¥l°, iie. diy = (a,c,a + b, b+ c) € Fi1C§'°,
which is also the homology class in HE!®(F|; X). This calculation yields: k2 1 = d;.
From the the first short exact sequence above we have

0— Hmle(FwX) iO_vO) H(t)ile(FllX) J1,0 H(t)ile(GlX) — 0,

where the map j; o is given by (a, b, ¢, d) — (0,0, ¢, d). The differential d%ﬁl is given
by d%,l = jl,O . k271 and

100
1 1 11
dyq = DOLOY 1001 0 D2y — 73
0001 110 011
011

The next page of the spectral sequence yields the vector spaces

72 72
20, B}, =0, Ejg= TQl
1,1

I?

2 1 o 2 _ ~ 72
E51 =kerdy; =7y, Ef, = = 7Z5.

Tl
im dj 4
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To complete the lap number grading of tessellar homology we compute the third
page of the spectral sequence. The remaining spectral sequence is

d
2 2,1 2
0— E2,1 - Eo,o -0,

where the differential d%l is computed as follows. From the theory of spectral
sequences we have that d3 ; = jo,o - i - k2,1 Lety = (a,a,a) € E3 ,, then ky 1y =
(a,a,0,0) € Ef, = H{"(F,X). Under iy we obtain ig(a,a,0,0) = (a,a) €
HE1*(F|oX). Since FjoC§'® <> GoC4'® the map jo o is the identity which implies

that d3 , is given by (a,a,a) — (a,a) € Eg ;. This map is the restriction to E3 ; of

~ 100
d§,1 = (00 1) : E21,1 - Eé,o-

the map

Consequently, kerd3 ; = 0 and thus E3; = 0. Moreover, im d3 ; =~ Z, and thus
o J— |
0,0 =

—2— = Zy. The spectral sequence stabilizes at r > 3 and we define
im d3
ﬁp,q(X) := B} ., v = 3. In particular,

Hp,q(X) =

. {Zz for (p,q) = (0,0);
0  for (p,q) # (0,0),

and thus P, 4(X) = 1. The same procedure can be carried out for other convex
sets in SC. If we apply the Morse relations in (5.14) for the skeleton y in Figure 5.1

FIGURE 5.8. The pure tessellar phase diagram (fi, <*) with parabolic
Poincaré polynomials. The vertices are positions with height correspond-
ing to their lap numbers.

we obtain
Py u(CH) =2 4 20 + 302 = 1+ (1 4+ M) - 22 + (1 + APp) - 1,

which implies that Q} , = 2A and Q% , = 1. This provides information about the
differentials dj ; and d3 ; in the associated spectral sequence. Note that the sum of
the ranks of dj ; and d3 ; equals the rank of d*!'°.
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REMARK 5.25. If we apply the Cartan-Eilenberg theory, and Theorem 4.7 in
particular, to the discretization pb: X — Z given by the composition X e,
SC Ny we obtain tessellar differential of the form:

1 1 1
Eoo Eiog Eza

Bloy (0 0 d3,
&**= El,| 0 0 di,
E3;\0 0 0

This is exactly the tessellar boundary operator d'!® as given in Fig. 5.4. The entries
of dP" can also be marked as dJ, . In this case d} , = 0,d3; = d3, and d3 ; = d3 ;.

5.5. Differential modules and tessellar phase diagrams for positive braids

For a parabolic flow ¢ with a proper skeleton y, i.e. 3 is proper, we obtained
a canonical Morse pre-order <! via a CW-decomposition induced by y and the
parabolic recurrence relation R. The poset SC induced by y describes the Morse
tessellation of all discrete braid class components [x] rel y. The Cartan-Eilenberg
theory then provides an algebraic topological data structure that contains topo-
logical information about the braid class components (Morse tiles) and algebraic
information on how the classes are stitched together. We give a substantial exten-
sion of the results in [24] by showing that these data structures are invariants of
positive conjugacy classes of braids.

5.5.1. Some braid theory. Following [24, 65, 14] we recall some basic ideas
from braid theory. Let z € 22 be a discrete braid diagram. Generically strands in
x intersect with z& # z¢', cf. Rmk. 5.3. To such generic braid diagrams z € 2¢ one
assigns a unique positive word 5 = 5(z) given by:

(5.15) x> B(T) =0qy * Oay,

where oy, and oy, + 1 are the positions of intersection that intersect, cf. Rmk. 5.11.
The (algebraic) Artin braid group 9, is a free group spanned by the m—1 generators
0, modulo following relations:

ala’ = O0a/0q;, - /22, , Q€ 0,..., —2
(5.16) {JU 7er? o —al|>2 a0 €{0,....n =2

0a0a+10a = Oa+10a0a+1, O0<a<n-—3.

Presentations of words consisting only of the ¢;’s (not the inverses) and the rela-
tions in (5.16) form a monoid which is called the positive braid monoid ;. Two pos-
itive words 8 and /3’ are positively equal if they represent the same element in %,
by using the o-relations in the braid group. Notation 5 = ’. Two positive words
B, " are positively conjugate if there exists a sequence of words S, -, € B},
with 8y = 8 and 8, = [/, such that for all k, either 8, = By1, or Bx = Bri1, Where
the latter is defined by

Oa10as """ Oa, =0ay " 'Uocpgog»

p
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cf. [65, Sect. 2.2]. Notation 8 ~ #'. Positive conjugacy is an equivalence relation
on %, and the positive conjugacy class of 5 € %, is denoted by (). The set of all
positive conjugacy classes in %, is denoted by (%, ).

DEFINITION 5.26. Two discretized braids x, 2’ € 9¢ are topologically equivalent
if f(x) and B(x’) are positively conjugate. Notation: = ~ '

Recall that 2 ~ ' if and only if z, 2" € [z]. Clearly,  ~ 2’ implies  ~ 2’ which
defines a coarser equivalence relation on Z¢. Denote the equivalence classes with
respect to ~ by [z]<. The converse is not true in general, cf. [24, Fig. 8]. Following
[24, Def. 17], a discretized braid class [z] is free if [z] = [z] <.

REMARK 5.27. For non-generic z € 22 we choose 3(x) to be any representative
in the positive conjugacy class (3(z’)), for any z’ ~ x.

PROPOSITION 5.28 ([24], Prop. 27). If d > X(x), then [x] is a free braid class.

For the space of 2-colored discretized braid diagrams Z{,, there exists a nat-
ural embedding 2¢,, — 2, by regarding z rel y as braid in Z{,,,. Via the
embedding we define the notion of topological equivalence of two 2-colored dis-
cretized braids: x rel y ~ 2’ rel 3/’ if they are topologically equivalent as braids in
21, - The associated equivalence classes are denoted by [z rel y] <, which are not
necessarily connected sets in Zf',,. A 2-colored discretized braid class [ rel y] is
free if [z rel y] = [z rel y]z. If d > A(x rel y), then [z rel y] is free by Proposition
5.28.

In Theorem 5.22 we showed that each partial equivalence class of (¥, <) cor-
responds with braid class components [z] rel y of the fiber 7=!(y). The Borel-
Moore homology of [z] rel y is independent of the choice of parabolic recurrence
relations R for which R(y) = 0, cf. [24, Thm. 15(a)-(b)], and therefore the parabolic
homology is independent of R, i.e.

— —

(5.17) Hy, o ([z] rel y; o) = Hp o([z] rel y;¢').
A similar statement holds for the braid classes [« rel y]. Let x rel y ~ 2’ rel ¥/ and
let ¢ and ¢’ be parabolic flows with skeleton y and ¢’ respectively. Then,

(5.18) @ ﬁp,q([x] rel y; 90) = (‘D ﬁpyq([x/] rel y'; 30/)
[x] rel yc [z'] rel v/
7= L(y)n[z rel y] m= Ly )nla! rel y']

cf. [24, Thm. 15(c)]. This makes the latter an invariant of the discrete 2-colored
braid class [« rel y] and justifies the notation:

@ ﬁp,q ([f] rel y; <P) .

[x] rel yc<
=1 (y)n[z rel y]

—

(5.19) H, 4 ([z el y]) -

The homology ﬁ,w([a: rel y]) is not necessarily independent of to the number
of discretization points d. In order to have independence also with respect to d,
another invariant for discrete braid classes was introduced in [24]. Consider the
equivalence class [ rel y]< of discrete 2-colored braid diagrams induced by the
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relation z rely ~ 2’ rely’ on Z¢ . Asbefore the projectionr: Z{, — 2 givenby
x rel y — y yields the fibers 77! (y) and components [z] rel y = 771 (y) N [z rel y] <
and defines the homology:

(5.20) ﬁp,q ([xrely]e) = @ pa([@] Tel g5 ).

[z] rel y=
7= 1(y)n[z rel y]t

Note that if d > A(x rel y) then the homology in (5.20) corresponds to the homol-
ogy in (5.19). As before H, , ([ rel y]+) is an invariant and does not depend on the
choice of ¢ and y. In the next section we explain the invariance by investigating
the dependence on the number of discretization points d making it a topological
invariant for relative braid classes.

The braid class components [z] rel y comprise the elements of SC and the
equivalence relation ~ yields a span which we express in terms of tessellar phase
diagrams

"

¥,<) — <" «—— 1,

.

U(y), <) «—— ([O(y), <)

where (11(y), <) is the coarsening of (11, <') defined by unionizing equivalent pairs

«7//\

[2] rel y,[2'] rel y = 771 (p) N [z rel y]« whenever [z] rel y ~ [2/] rel y and tak-
ing transitive, reflexive closure. The equivalence classes are parallel in 1T and thus
the coarsening yields a well-defined poset (11(y), <). The poset (Ii(y), <) is the re-
striction of pairs in 11(y) for which the Poincaré polynomials that are the non-zero.
The elements of 11(y) can be identified with [z rel y] <. By defining the groups in
(5.19) we consider convex sets in SC. Therefore, the differential d*!!® yields a in-
duced differential d?*** on the groups H, , ([« rel y]<). This leads to the following
definition:

DEFINITION 5.29. Lety € 2¢, be a proper discrete braid. Define the differential
module'?
(521) C**(X):= P (—Dﬁpyq([as rel y]1), dP*™: CP?(X) — CP*(X).

[z rel y]t Psq

where dP? is the induced differential for (¥,<"). The non-trivial homologies
ﬁp,q ([z rel y]+) # 0 yield an II(y)-grading of CP**(X). The [i(y)-graded differen-
tial module &7 = &/ (y) := (CP* dPar) is called the parabolic differential module for
Y.

Convex sets in Ti(y) yield convex sets in 11(y), i.e. Co(Ti(y)) — Co(1i(y))" via

convex hull: if I € Co(Ti(y)), then the convex hull {(I) is contained in Co(1i(y)).
This implies that CP*'*(X) is well-defined over every convex set in Co(Ii(y)). By

12We use the term differential module even though we use field coefficients which makes </ a
differential vector space.
13Recall that for a poset (P, <) the lattice of convex sets in P is denoted by Co(P), cf. [6].
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construction the homology is given by H(«/) =~ K. The grading by lap number
is a first Z-grading. The dimension grading of Borel-Moore homology comes as a
second Z-grading for <7. This yields the bi-graded homology H p.q ().

REMARK 5.30. For most of the examples in this paper the partial order on </
is given by I, i.e. I = [I(y). In general this holds for d large enough.

REMARK 5.31. In general there does not exist an order-retraction 11 — II, cf.
[40]. If such an order-retraction exists one obtains the discretization (¥, <) —
(i, <") — (11, <*) for which all tiles have non-trivial tessellar homology. It is not
clear if this behaves well under stabilization. The same question applies to Li(y)
and II(y). In the case of parabolic homology the remedy is two use the bi-grading
and the order given by I1(y).

Figure 5.9 below shows a representation of .7 (y) for the discrete skeletal braid
y displayed in Figure 1.5. The advantage of this representation is that the II(y)-
grading is expressed in the diagram. Contracting to lap numbers yields the dia-
gram in Figure 1.7.
1
Y

Zo(Ss) Zo(Ss) Z5(S1)
“/ & “)/ \“j <0> (10)/ \
0 = Za(Sy) 7(S¢) 7.5({S3) ¥ Z5(Ss) 0
N S o o o~
ZQ<S7> Z2<S4> Z2<So>

FIGURE 5.9. The diagram displays the lap number grading as well as the
fi-grading of <7 (8). The Za-groups are the parabolic homologies H, . 4(S;)

5.5.2. Stabilization. In order to formulate the main results of this section we
recall some definitions and methods from [24]. For a skeleton y € 2% we define
the extension operator E: ¢ — 22+1 as:

ye  fori=0,---,d,
(Ey)§ r={ N )
yg fori=d+1.

For a given braid class [z rel y] extension does not change any of the properties,
i.e. [Ex rel Ey] is both bounded and non-degenerate. The same remains true under
repeated application of the operator E. The main result in [24, Thm. 20] states that
the Borel-Moore homology of [z rel y| < remains unchanged under application of
E. For the parabolic homology this implies:

THEOREM 5.32. Let [z rel y]< be a relative braid class then

—

(5.22) Hyo([Exrel Ey|2) = H, ([z rel y]2)
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PROOF. The lap number does not change under the extension operator E, i.e.
lap ([Ex rel Ey]<) = lap([z rel y]<), where the latter is defined as the lap number
of is braid class fibers. Since the Borel-Moore homologies are isomorphic by [24,
Thm. 20] Equation (5.13) implies that the parabolic homologies are isomorphic.

|

By Proposition 5.28 [z rel y] a relative braid class is free if d is sufficiently large
and thus [E‘z rel Ey] is free for ¢ > 0 sufficiently large. Let z rel y ~ 2’ rel i/, then
Efx rel E‘y ~ E‘2’ rel E%y’ and both are contained in the same connected compo-
nent [E‘z rel E‘y]<. By Equation (5.18) this implies that H,, , ([E‘z rel E‘y]<) =
H, 4([E‘a’ vel E*y’]<). Combining these isomorphisms gives

— —

Hyq([zrelyle) = Hy o ([Ez rel Efy]2) = ﬁpﬂ([sz’ rel Efy']<)
~ H, ([ rely']2),

which establishes ﬁpyq([x rel y]+) as a topological invariant for relative braid
classes. The proof of [24, Thm. 20] is based on a singular perturbation argument
for parabolic recurrence relations. We use the same technique now to show that
the graded differential module ¢/ (y) is also invariant under extension by E:

THEOREM 5.33. Let y € 9¢, be a proper discrete braid. Then,
(5.23) o (By) =~ o (y).
In particular, the grading is given by I(Ey) = O(y).

PROOF. We will outline the main steps in the proof and indicate the additional
results that can be obtained from this method. In order to accommodate the ex-
tension operator [E acting on discrete braids we consider the parabolic recurrence
relation R¢ defined as R = R; fori =0, -+ ,d — 1 and R = ¢ ' (24411 — z4), and
Ry = Ro(xo,x1). For € > 0 the parabolic flow is denoted by ¢° on the augmented
phase space X, with ¥ € X given by & = (z0,--- ,24) = (z,24). In the singular
limit ¢° = E¢ is the induced parabolic flow on EX. Consider the coordinates (z, 2)
with z = z441 — g = 9 — x4. With the reparametrization of time by 7 = ¢/¢ we
obtain the differential equations:

¥ =eX(z,2);

/

6-24) 2= —z+eZ(x),

where X (z, z) and Z(z) are given by: X;(x) = R;(xi—1,2;, Ts41), withi = 0,--- ,d—
2, Xg—1(x,2) = Rg—1(xg—2,24-1,20 — 2z) and Z(x) = Ro(xo,x1). The associated
flow on X is denoted by ¢*.

As for ¢ consider ¢ with skeleton Ey defined on the compact phase space X.
The construction in Section 5.3 of the Morse pre-order for ¢° follows by the same
token as before and we denote the Morse pre-order by (X, <!'). The poset of partial
equivalence classes is denoted by (SCc, <¢). For € > 0 we obtain a tessellar phase
diagram (11, <[) and a pure tessellar phase diagram (T, <}). Since the diagrams
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only depend on topological data they are independent of € > 0. The results in [24]
imply that for every fiber 7 (y) n [z rel y] < in Z{, and 7~ (Ey) N [Ex rel Ey]< in
@ftnl the Borel-Moore homologies are the same, cf. Thm. 5.32. The tessellar phase
diagrams associated to the non-trivial homologies are denoted Li(Ey) and I(Ey). It
also follows that for all classes in [¥] rel Ey = 7~ !(Ey) for which 71 (Ey)nEX = &
the Borel-Moore homology is trivial, cf. [24, Rmk. 23]. These are exactly the classes
that emerge when we extend via the operator E. Indeed, if the maximal invari-
ant set Inv([Z] rel Ey) # @ then the convergence properties of (5.24), cf. [24, Lem.
22], imply that there is a non-trivial invariant set for ¢ = 0, which contradicts the
fact that 7! (Ey) n EX = @. The pure tessellar phase diagram I1(Ey) obtained
from 11(Ey) remains unchanged since the non-trivial since a braid class [z rel y]+
has non-trivial homology if and only if [Ex rel Ey]: has non-trivial homology.
The partial order also remains unchanged. Indeed, by the above construction
(11, <") — (11, <!) and thus two elements in TI(y) are ordered if and only if they
are ordered in II(Ey), which proves that the pure tessellar phase diagram is invari-
ant under the action of E. By the same token the invariance of the homologies for
convex sets in I1(y) are non-trivial if and only the homologies of the associated con-
vex sets in II(Ey) are non-trivial. By the nature of the induced connection matrix
dr?* the homology braids are isomorphic and therefore the differential on CP*™
for Ey can be chosen to be the same all € > 0. These facts combined prove the
theorem. O

The final result is to prove that the parabolic differential module is in fact an
invariant of positive conjugacy classes of braid diagrams.

THEOREM 5.34. The parabolic differential module <7 (8) of a (topological) positive
braid B is a positive conjugacy class invariant.

PROOF. Letz rel y € ¢, and 2’ rel y' € Z{,, be relative braids such that
B(zrely) ~ B(z' rely'). By Proposition 5.28 we have that E‘z rel Ey ~ EX z rel E¢'y/
for ¢ +d = ¢ + d’ and ¢, ¢ sufficiently large. This implies

— —

Hyo([zrely)e) = Hy o ([E'z rel Ey] o) =~ Hy o ([EX 2 rel EYy/])

ﬁp,q ([x' rel y'];),
and therefore <7 (y) = </ (y'). This justifies the notation <7 (3) := &7 (y) with 8 =
By). O

Since /() is an invariant for a positive braid 3 the associated reduced tes-

lle

sellar phase is denoted by (II(53),<). From the tessellar phase diagram we can
immediately derive the Poincare polynomial 15;7 «(<7) by summing up the term
P, . in the tessellar phase diagram.

5.5.3. An example. For the skeletons y we use in this paper the strands y~
and y* do not intersect with the remaining strands in ¢, nor do they intersect
with 2. For that reason the convention is to label the basic words in %, by o_
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(intersections between y~ and y'), 04, @ = 1,---,m — 3 (intersections between
y® and y**1), and o (intersections between y™~2 and y™~'). This implies that
the words S(y) in our setting consists only of the letters o4, - - - , 0,,—3 and maybe
regarded as a word 3(9) € B, .

In the examples below the words 3 are understood to be words 3(9) € %, _,.
We compute the parabolic module <7 () and the pure tessellar phase diagrams for
various positively conjugate representation of the braid 3 = o0} (0201)% € %5 .

LEMMA 5.35. 3 ~ {0,

PROOF. From the braid group relations and positive conjugacy we have:
B = 03(0901)% = 0209010201 = 0}090% ~ 0Y0s. ]

SRK 300K X000k

*——eo—o—o

FIGURE 5.10. Three graphical representatives of positively conjugate
braids whose words §(y) are given by 02010301, 01(0201)? and oo
respectively.

LEMMA 5.36. 3 ~ 02030507.
PROOF. Asbefore: 3 = 0202010201 = 02050109 ~ 020203071. d ]

Figure 5.10 depicts the three presentations of the braids conjugate to § (in-
cluding ). The presentation 030?030, has the minimal number of discretiza-
tion points. The braid o20?030; can be represented in %3, the braid o(o901)?
in 22 and o}02 in %2. Figure 5.12 below shows the tessellar phase diagrams of
oy0i0301 and 0% (0901)% for d = 3 and d = 4 respectively. As expected the tessel-
lated phase diagrams are not isomorphic since y € %3 allows more relative braid
classes. However, if we reduce the tessellated phase diagrams to only those with
non-trivial Borel-Moore homology we obtain isomorphic posets II(c3070301) =
(0?(0201)?). Moreover the associated parabolic modules & for oy0f030; and

0% (0901)? are isomorphic, cf. Thm. 5.34.

0 0 )

0— Z2<Sl5> _— Z2<813> e ZQ<SS> e ZQ<S4>®Z2<S()> -0

FIGURE 5.11. The parabolic differential module .«/(5), computed over
Z coefficients, represented as chain complex.
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If we apply the Morse relations in (4.17) we obtain
P @) =24+ XN+ N2 + M =1+ (1+ ) - Mo+ (1+ M) - 1,

which implies that Q) , = X*s®> and Q3 , = 1. This provides information about
the differentials dj 3 and d3 ;. A straightforward but meticulous verification of
the Morse relations in (4.17) show that the choices for Q! and Q? are unique. The
ranks of dj 5 and d3 ; correspond to the ranks of the connection matrix d*°.

FIGURE 5.12. Tessellar phase diagrams for g = 0903030, [leftland 8 =

o3 (o201)? [right]. The posets SC for both examples are different but the

posets [1(c2070501) and TI(07 (0201)?) are isomorphic.



CHAPTER 6

Postlude

In this section we will address open questions and directions for further re-
search based on the ideas in this text.

6.1. Topologization

In this section we comment on the general scheme of modeling dynamics as
topology.

6.1.1. Variations on flow topologies. If we consider the 7-forward-image op-
erator I'} by considering forward images from ¢t > 7 > 0 we obtain a derivative
operator which is variation on I'". The derivative I'} is not idempotent in general.
The fixed points of I' comprise the invariant sets of ¢. The same can be done
for (—7)-backward images which yields the operators I'_.. As for the block-flow
topology we can also consider operators I';” := I'__cl and the topologies 7,77,
which are refinements of .7,~. A different class of flow topologies can be derived
by composing closure and forward image in reversed order, e.g. I'" _ := cI ',
is a derivative operator on Set(X'), and associated topologies 7" and .7"_. If ¢ is
continuous then I'} defines a derivative operator on Set(X). The 7-forward im-
age derivative can be used to define the omega limit set operator I', U := w(U).
A flow topology of particular interest is based on omega limit sets. Since w(U) is
forward invariant and closed it holds that w(w(U)) < w(U). In addition, w is a
additive and w(@) = @, which proves that w defines the derivative operator I,
on Set(X). Therefore, U — cl, U := U u T,U is a closure operator and thus de-
fines the topology 7, on X. Sets U < X that are open in .7 and closed on 7,
are exactly open attracting neighborhoods. It is sometimes convenient to consider
trapping regions instead of attracting blocks. This can be achieved the operator:
U~ cfU:=UultUuT,U.

6.1.2. Dynamical systems in the large. The flow topologies .7 * and .7~ and
the derived flow topologies such as 7~ and 7" inherit properties of the semi-
flow ¢ at hand. For example if ¢ is trivial' then 7, = 7* = 7, and if X allows
a dense flow ¢ then for instance .7 is the trivial topology. In general, the flow
topologies are not Hausdorff, independent of .7. A natural question to ask is
which topologies are manifested as a derived flow topologies. In this setting we
can think of a dynamical system in larger terms as a relation on X. This raises a

Lie o(t,z) =z forallz € X and forall t > 0.
97
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deeper question whether we can equivalently study certain aspects of dynamical
systems in the large as bi-topological spaces and bi-closure algebras. For the latter
closure operators serve as a generalization of a dynamical system.

6.1.3. Beyond semi-flows. Most of the considerations in this paper carry over
to discrete time dynamical systems such as iterating a map in X, cf. Remark 3.9.
Another aspect that has played a minor role in the construction in this paper is
the continuity of the dynamics with respect to the phase variable . Finding dis-
cretizations, Morse pre-orders and Morse tessellation does not require continu-
ity. The one instance where continuity plays a role is tying invariant dynamics
to Morse tessellations. The latter uses algebraic topology and Wazewski’s princi-
ple to conclude that non-trivial Borel-Moore homology yields non-trivial invari-
ant dynamics. In particular, Wazewski’s principle crucially uses the continuity of
. For discrete time systems one can use a different notion of Conley index, cf.

[ 4 4 4 ]'

6.2. Discretization

In terms of discretization, there are many intersetions with finite and combi-
natorial topology.

6.2.1. Quasi-isomorphic discretization and finite topologies. In practice (in-
deed, for all of the examples in this paper) the map disc: (X,7) — (X,<)isa
quasi-isomorphism, i.e. induces an isomorphism H(X) =~ H(¥X, <), where the lat-
ter is taken to be the singular homology of the finite topological space. In this case,
as per Remark 4.26, one can discard disc and compute the graded tessellar complex
CPr%(X) from part: X — P directly. This turns on the singular homology of (¥, <)
being easy to understand, which is often the case, e.g., disc is a CW-decomposition
map. More generally, the singular homology of a finite topological space can
be understood through a theorem of M. McCord [50], which says that there is a
simplicial complex (the order complex) K (¥X) and a weak-homotopy equivalence
k:|K(¥X)| — X. This can be used to induce a new map part,,: K(¥) 5 ¥ - Pand
form a graded chain complex CP*'% (K (X)). As k is a weak homotopy equivalence
(thus a quasi-isomorphism) CP*'% (K (¥)) has an isomorphic homology braid to
CPat(¥X). This provides another route for computation, and the role that finite
topologies play seems worth examining.

6.2.2. Semi-conjugacies and finite models. A (bi-topological) discretization
map disc: (X, 7, 7,7) — (¥,<,<") is analogous to a semi-conjugacy in that one
has a model system onto which the system of interest is mapped. There are situa-
tions in which it could be of interest to construct a semi-conjugacy of the semi-flow
. The work of [49] provides results in this direction. If SC obeys a particular con-
dition ? and further conditions on the Conley indices and connection matrix d!®

2Namely, what [7] terms a CW-poset, i.e. the face partial order of a regular CW complex.
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are met,’ then one can construct a surjective semi-conjugacy from X to |K(SC)|,
the order complex associated to SC. Given that our starting point is tile, rather
than the C*°(X) itself, one has more data than assumed in [49] (in which only the
nature of Conley indices and d"! is known), and it seems reasonable that these
assumptions could be weakened.

6.3. Algebraization

There are further refinements and generalizations of the homological algebraic
techniques we use to build algebraic models of dynamics.

6.3.1. Grading tessellar homology. In Remark 4.2.3 we explained via spectral
sequences that one obtains a P-grading on tessellar homology in the case that P is
a linear order. Applying this idea in the setting of parabolic recurrence relations
yields the bi-graded parabolic homology. Via the bi-grading we obtain refined
information about invariant sets for parabolic flows and connections between in-
variant sets. We have not fully explored the case of arbitrary partial orders P is
this setting, i.e. grading tessellar homology by an arbitrary partial order. To do so
we need to explore the theory of spectral systems, cf. [48]. The grading related to
dynamics is denoted by p and the grading related to topology by ¢. In some case it
is beneficial to disregard the ¢-grading and only consider the dynamical grading

p.

6.3.2. Exact couple systems. In [48] Matschke introduces exact couple sys-
tems as a generalization of Massey’s exact couples which allows generalizing spec-
tral sequences to spectral systems. In Section 4.1 we discuss Franzosa’s theory of
connection matrices in terms of exact couple systems and Cartan-Eilenberg sys-
tems, cf. [63].

6.4. Braid and knot invariants

The application of discretization techniques to braids opens the door for in-
vestigating invariants in more general contexts.

6.4.1. Braid Floer homology. In Section 5.5 we discuss an invariant for posi-
tive conjugacy classes of braid in terms of a poset graded differential module. Our
techniques in this paper use parabolic flows which restrict to positive braid dia-
grams and positive conjugacy. The general problem of braids is addressed in [66]
and defines invariants for relative braid classes x rel y via Floer homology. One
of the main results in [66] is that the homology invariants are isomorphic to the
Floer homology of positive braids via Garside’s normal form for braids. The lat-
ter makes that the Floer homology invariants for relative braids can be computed

3Termed HO-H3 in [49], these conditions ensure that C*le(X) ‘looks-like’ the Morse complex of
a gradient flow. Some of the braid examples from this text, after appropriate modification a la [40],
satisfy these assumptions.
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from the discrete invariants introduced in Section 5.5. The problem of formulat-
ing a differential module invariant in the general case for braids based on Floer
homology is much harder. An extension of the results in [66] is to define a differ-
ential module for braids and show that it is an invariant of conjugacy classes of
braids. A natural next step is to investigate the link to the discrete case in order
to compute the differential module invariants. Another question in this setting is
to understand how Markov moves impact the braid invariants which is important
for investigating its relation with knot invariants.

6.4.2. Some immediate applications of the parabolic differential module.
The theory of parabolic recurrence relations has been successfully applied to scalar
parabolic differential equations of the type

Ut = Uy + g(T, U, Uy).

cf. [25]. A collection of stationary solutions to the above equation is regarded as
a continuous, positive braid 5. As in the discrete case one may consider various
relative braids « rel 3. In particular, when « represents a single strand braid the
analogy with the discrete theory is obtained by representing « rel § as a piecewise
linear braid x rel y. The results in [25] make /() also an invariant for the above
parabolic equation. The reduced tessellar phase diagram I1(3) yields stationary
solutions for every vertex in II(3). Moreover, in Conley index theory the boundary
operator dP*? contains information about connecting orbits between stationary
solutions, cf. [25, 65]. The highlight of the discrete theory is insight into the infinite
dimensional Morse theory for the above parabolic equation.

The reduced tessellar phase diagram given by 7 () as provides detailed in-
formation about periodic points of surface diffeomorphism and diffeomorphisms
of the 2-disc in particular. In [14] mapping classes of diffeomorphisms of the 2-disc
are related to braids and positive braids in particular. To obtain a forcing theory
for additional periodic points the Conley indices of braids « rel 5 is computed. As
in the previous example the reduced tessellar phase diagram given by o7 (3) forces
new periodic points.



APPENDIX A

Binary relations and operators

In this appendix we summarize some elementary facts on binary relations and
operators relevant for this text. We use [60] as are main reference for the theory of
binary relations and [29] for operators.

A.1. Binary relations

Let X,Y be point sets. A binary relation is a subset ¢ ¢ X x Y. If X =Y,
then ¢ ¢ X x X is called an endorelation, or homogeneous (binary) relation on
X. The top relation X x Y is denoted by T and the bottom relation @ by L. The
identity is the diagonal id = {(z, z) | = € X }. The opposite relation, or inverse relation
is denote by ¢! = {(y,z) | (z,y) € ¢} = Y x X. The complement ¢° is defined
as ¢° = {(z,y) | (z,y) ¢ ¢}, which is the set-complement of ¢. Some obvious
properties are:

D (@)=

(i) (71 = ()75

(iii) ¢ < ¢ if and only if ¢! < ¢! if and only if ¢¢ > 9<;

iv) (puy) =9 tuyland (pny) t=¢"t Ny}

V) (pu ) =¢°ny®and (¢ N ) = ¢° U ° — De Morgan's laws.

An important operation on relations is composition: given ¢ < X x Y and ¢ c
Y x Z,then

Y-¢:={(z,2) | (z,y) € pand (y,2) € ¢ forsomey e Y} ¢ X x Z.

Some additional properties:

(vi) (- @)t =0t v

(vi) g ¢ ¢~ -gand o~ <97l p- o
The set of all binary relations on X x Y is the power set Set(X x Y'), which is a
complete and atomic Boolean algebra. In particular, for any S < Set(X x Y):

(A1) | 6 :=sup{pe |5 cSet(X xY)},
eSS

is a well-defined relation in Set(X x Y'). The same applies the infima:

(A.2) (1 ¢:=inf{peS|ScSet(X xY)},
¢peS
is a well-defined relation in Set(X x Y').

101
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A binary relation ¢ is left total if for all x € X there exists an y € Y such that
(x,y) € ¢. A binary relation ¢ is right total, or surjective if for all y € Y there exists
an z € X such that (z,y) € ¢, i.e. 7! is left total. Composition with the opposite
relation yields the following properties:

(viii) ¢ is left total if and only if id = ¢~ 1 - ¢;

(ix) ¢ is right total if and only if id < ¢ - ¢~ 1.

Binary relations come with many different properties. In this text partial orders
and pre-orders are special cases of homogeneous binary relations on X that play
a pivotal role in the theory. For convenience we now consider homogeneous rela-
tions on X. Instead of using the latter terminology we will refer to homogeneous
binary relations as binary relations on X, which are elements of the Boolean alge-
bra Set(X x X). A selection of special properties of binary relations on X are:

- reflexive if id < ¢;

- irreflexive if id  ¢°;

- symmetric if ¢ = ¢~ 1;

- asymmetric if 71 < ¢¢, i.e. (z,y) € ¢ implies (y,z) ¢ ¢;

- anti-symmetric if ¢ N ¢~ < id, i.e. (z,y) € ¢ and (y, ) € ¢ implies z = y;

- transitive if ¢* < ¢, i.e. (x,y), (y,2) € ¢ implies that (z, z) € ¢;
dense if ¢ < ¢?, i.e. for every (z,y) € ¢ there exists a z € X such that
(2,2), (2,9) € &

In particular, every reflexive relation is dense and both left and right total. With

the above properties one can indicate a number of common binary relations on X.
A binary relation ¢ on X is a(n):
- pre-order if ¢ is reflexive and transitive, i.e. id < ¢ and ¢? = ¢;
- partial order if ¢ is reflexive, anti-symmetric and transitive, i.e. id < ¢,
¢ ot cidand ¢? = ¢;
- strict partial order if ¢ is irreflexive and transitive, which is equivalent to
asymmetric and transitive;
- linear order, or total order if ¢ is a partial such that (z,y) € ¢, or (y,x) € ¢
for all pairs (z,y) € X x Y (the last conditions equivalent to p U ¢~ = T);
- equivalence relation if ¢ is reflexive, transitive and symmetric.

For a binary relation on X we use different notations: (x,y) € ¢, which is equiv-
alent to x ¢y. In particular for partial orders and pre-orders we write < y, or
x <4 y. For equivalence relations we use x ~ y, or ¢ ~4 y. Given a partial or-
der we can write the associated strict order and vice verse, i.e. given a partial
order ¢, then ¢, := ¢ N id° is the associated strict partial order, and given a strict
partial order 1), then ¢* := % U id is the associated partial order. This yields the
correspondences:
(@) =0, (¥7)e =9

A Hasse relation, or Hasse diagram for a partial order ¢ is defined as:

b = do 0 (62)°
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and corresponds to the usual notion of Hasse diagram for partial orders on a finite
set X. Transitive reflexive closure, which we now explain, of the Hasse relation
retrieves the partial order.
Given a binary relation ¢ on X, then its transitive closure is defined as
ot i=inf{y c X x X |pc o, p? c 9} = Uqbk.
k>1
The notion of transitive reduction only makes sense for finite sets X but is not well-
defined for infinite sets in general. The transitive reflexive closure is defined as
ot =inf{y c X x X [idu ¢ o, P2 c o} = quk.
k>0

The transitive reflexive closure ¢*= of a binary relation ¢ is pre-order on X. Via
reflexive closure = := id U ¢ we have that ¢*t= = id U ¢t. Reflexive reduction is
defined for all binary relations and is given as ¢* := ¢ n id®. Finally, the strongly
connected components of a binary relation on X are given by the equivalence relation

(A3) dsc = 7= (7)) 7,

whose equivalence classes are the strongly connected components of ¢. The latter
is of particular importance for binary relations on finite sets (digraphs), cf. Rem.
2.24. The pre-order ¢*= yields a partial order on the strongly connected compo-
nents, cf. App. B.1 (ordered tessellations).

A.2. Modal operators

Related to binary relations ¢ © X x Y is the notion of operator on the algebra
of subsets of X and Y. Let ¢ € X x Y be a binary relation. Then, for U X define
¢U:={yeY |(z,y) e ¢ forsomez e U} = | oz Y,

zeU
where ¢z = {y € Y | (z,y) € ¢}. By definition ¢ & = @ and ¢(U v U’) = ¢ U U
¢ U’, which show that ¢ regarded as operator is a modal operator from Set(X) to
Set(Y). In this text the operators are mostly from Set(X) to Set(X). The following
properties follow from the definition of operator:
D ¢(Uier Ui) = Uier 0 Ui

(ii) ¢(Nic; Ui) < Nies ¢ Ui, both for arbitrary families {U; };c; of subsets in X.
The modal operator defined by a binary relation are completely additive. The
opposite relation ¢! regarded as operator is related to ¢ as operator in a similar
way as the inverse function to a function. First of all (i)-(ii) also holds for ¢~ as
operator. Moreover,

(iii) Un ¢ 'Y c ¢! (oU), forallU c X;

iv) VnoXc qﬁ(dfl‘/), forallV c Y.

REMARK A.1. If ¢ is left total then A.2(iii) corresponds to A.1(viii), and A.2(iv)
corresponds to A.1(ix). Note that if V' = ¢U in A.2(iv), then the identity A.1(vii) is
satisfied. The same holds for A.2(iii).
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To prove (iii) and (iv) we argue as follows. The set 'Y = {z € X | (y,z) €
¢~ forsomey € Y} = {z € X | (z,y) € ¢ forsomey € Y} is the domain X for
which ¢ x # @. Futhermore,

oU ={yeY |(z,y) € ¢ forsomezc U}
={yeY|(z,y)epforsomezeUn¢ 'Y} =¢Une¢ 'Y),
and thus ¢ may be regarded as a left total relation on ¢~'Y x Y. For any subset
Uc X,U n ¢ 'Y is asubset of ¢~ 1Y. By A.1(viii) this gives
Uno 'Y ¢ (8(Un¢7'Y)) =9 (o),
which proves (iii). Statement (iv) is proved by changing the role of ¢ and ¢~ *.
A useful identity for ¢~1U is given by
(A.4) "V ={zeX|pznV £} VY

Indeed,
o'V ={zeX|(y,2)e¢ ' forsomeye V}

={ze X |(z,y) € ¢ forsomey eV}
={zeX|yecpaforsomeyeV}
={reX|[danV #0o}

As operator ¢ := ¢! is also referred to as conjugate operator. Of other crucial
importance is the dual operator related to ¢. Define,

(A.5) o*U = (¢U°)", UcX.

REMARK A.2. In general this definition works for modal operators on Boolean
algebras, not just completely additive operators as discussed in this appendix. For
example int is the dual operator of cl on Set(X). If cl is defined via ¢, i.e. Alexan-
drov topology, then the conjugate operator is star, cf. Sect. 2.3.1.

By the same token we define the dual of ¢~
(A.6) ¢V = (¢71V), Vv
Useful identities in this setting are:

(v) ¢*U¢ = (¢U) and (¢*U)" = ¢ U forallU c X;

(vi) ¢7*Ve = (¢7'V) and (¢7*V) = ¢ Ve forall vV c Y.
As for ¢! there is a convenient characterization of ¢~*:
(A7) ¢V ={zeX|pzcV}, VcV
Indeed, by (A.4) and (A.6)

¢V = (V) ={zeX|pznV %0} ={zeX|pxcV},

which proves (A.7). Note that by the latter characterization we have ¢~ *V < ¢~V
forall V c Y. This gives:

(vi)) (¢7*V) 2 ¢7*V¢;
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(viil) (¢7'V)“ < ¢7'V¢, bothforall V c Y.

REMARK A.3. The characterizations in (A.4) and (A.7) also hold for ¢ and ¢*
by simply replacing ¢ by ¢~!. This yields the same identities in (vii)-(viii) for ¢
and ¢*.

The modal operators defined by binary relations are completely additive. As a
consequence of the definition of dual the latter are completely multiplicative.

9 ¢*(Uier Ui) 2 Uses 9*Uss
() ¢*(MNyes Ui) = ey @*Ui, both for arbitrary families {U; };c; of subsets in
X.

The same holds for ¢~*. For example (x) is derived as follows:
() = (o) = (oJve)) = (Uove) =wve) = o
iel iel iel iel

Due to the definition of dual there are additional properties with respect to com-
position in contrast to (iii) and (iv):

(xi) U c ¢~*(¢U), forallU c X;
(xii) V 2 ¢(¢~*V), forallV c Y.

To prove (xi) observe that
“H(pU) ={zeX|pxc U} >U.
As for (xii) we have:
o(¢™*V) ={yeY | (z,y) € ¢ forsomez e ¢ *V}
={yeY|(z,y) € ¢ forsomezsuchthat¢z c V} 'V,
i.e. y € o < V, which proves (xii).
REMARK A 4. In the special case that ¢ is given by a function f: X — VY, ie.
¢ = {(z,y) | y = f(x)}, then the opposite relation ¢! is given by: ¢! = {(y, z) |

y = f(z)}. As operators we have ¢ 'V and ¢~*V and, since {f(z)} is a singleton
set,

"WV ={zeX |{fla)}nV£o}={zeX|{fla)}cV}=09¢*V.
We write = f~'V = ¢~V = ¢~ *V. For composition this implies by (iv) and (xii):
fX)nV =9¢XVco@'V)=e(¢ *V)cV,

and therefore f(X) NV < f(f~'V) < V, which yields identity exactly when f is
surjective. Similarly we have U < f=1 f(U).

REMARK A.5. Properties of binary relations imply properties on operators.
For instance an operator that satisfies $?U < ¢ U for all U < X, corresponds to a
transitive relation.
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A.3. Duality

In this section we recall the duality for binary relations on X and operators on
Set(X). The main source of reference for this section is [27]. The prime example of
a complete and atomic Boolean algebra is the power set of a point set X denoted
by Set(X). The latter is a Boolean algebra with respect to intersection, union and
complement, and is closed under arbitrary intersections and unions, and every
element is the union of atoms {z}, x € X. Let Y be another point set. A Boolean
homomorphism is a lattice homomorphism that preserves the units, i.e. & and X.
A Boolean homomorphism ®: Set(Y) — Set(X) between the complete and atomic
Boolean algebras Set(Y') and Set(X) is completely additive if

(A.8) <1><U Ui) = U QU;,
i€l i€l

for arbitrary unions | J,.; U;, U; = X. Since @ is Boolean the above complete addi-

i€l
tivity is equivalent to

(A.9) @(fﬁﬂ):(\@w,

i€l i€l
for arbitrary intersections (),
on X xY:

Ui, U; c X. Related to ® we define a binary relation
(A.10) (z,y) e ¢ ifandonlyif ze ®{y}.
LEMMA A.6. ® = ¢! as operators from Set(Y') to Set(X).
PROOF. By defintion
(z,y) € ¢ ifandonlyif (y,z)e¢ ' ifandonlyif =xe ¢ {y}.

This implies that ®{y} = ¢~'{y} for all y € Y. By the complete additivity of ® we
have:

oV = (Utw) - Uo = UJetwy-ov, ver

yeVv yeVv yeVvV

Moreover, ¢~ '@ = ®@ = @, which completes the proof. O

In the Boolean setting the properties on @ yield a restriction on ¢ as is dis-
played in the following result.

PROPOSITION A.7. If ®: Set(Y) — Set(X) is completely additive Boolean homo-
morphism, then ® = ¢, where

¢={(z. fl@)| f: X >V},

and (z,y) € ¢ uniquely determines f(x) = y. We say that the binary relation ¢ is
functional and we write ® = f~1.
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PROOF. For y # y' we have ®{y} n ®{y'} = ®({y} n {y'}) = ®@ = @. Also
X = oY = &(U{y}) = U ®{y}, which uses the complete additivity. This implies
that given x € X, then there exists a unique y € Y such that x € ®{y} since the sets
®{y} are disjoint for distinct y € Y. The latter defines the functional relation ¢ and
f(z) =y, i.e. the points in ¢ are given by the pairs (z, f(z)). O

REMARK A.8. The definition of ¢ related to ® in (A.10) is a choice that will be
crucial in our treatment of duality. Some authors use (A.10) to define ¢—*. Our
choice in consistent with the conventions in the logics liturature, cf. [27]. A more
compelling reason for the above choice is Proposition A.7:

®: Set(Y) - Set(X) <« ®=¢ ' with¢={(z,f(z)|f: X > Y},
which characterizes all completely additive Boolean homomorphisms.

The notion of Boolean homomorphism can be weakened to the notion of modal
operator. Let ®: Set(Y') — Set(X) be a completely additive modal operator, i.e. O sat-
isfies ?@ = @ and the additivity condition in (A.8). By the definition in (A.10) and
Lemma A.6 every completely additive operator ® uniquely determines a binary
relation ¢ © X x Y. However, since ® is not necessarily Boolean the relation ¢ is
not necessarily functional. Instead, we obtain any binary relation on X x Y. We
use the notation:

(A.11) ®=¢':Set(Y) > Set(X), and ¢=0'c X xV.
In particular,
(A12) () '=¢, and (71" =0.

The duality between operators and relations explained in this appendix applies to
complete and atomic Boolean algebras. In [38] and [30] this duality is extended
to arbitrary Boolean algebras and a special classes of binary relations — Boolean
relations. In the case of a single Boolean algebra with (modal) operator (B, c) (not
necessarily completely additive) is embedded in a complete and atomic Boolean
algebra with with a completely additive extension of c.






APPENDIX B

Order Theory

In this appendix we outline some of the most prominent concepts of order
theory that are used in this text. Our main references are [15], [59] and [38].

B.1. Posets and pre-orders

In Appendix A we defined binary relations and in particular partial orders
and pre-orders. In the setting of finite sets we will focus here on finite partially
ordered sets, or posets which we will denote by (P, <), where P is a finite set and
< a partial order (or pre-order). If there is no ambiguity on the partial order we
typically denote a finite poset by P, or Q. A function v: P — Q between finite
posets is order-preserving if p < ¢ implies that v(p) < v(g).

The category of finite posets, denoted FPoset, is the category whose objects are
finite posets and whose morphisms are order-preserving maps. The category of
finite pre-orders is denoted by FPreOrd.

Let P be a finite poset. An up-set of P is a subset I < P such that if p € U and
p<qthenge I. Forpe Ptheup-setatpis | p := {q € P : p < ¢} whichis also called
a principal up-set. Following [42], we denote the collection of up-sets by U(P). A
down-set of P is a set I P such thatif ¢ € D and p < ¢ then p € I. The down-set at
qis lq := {p € P : p < ¢} which is called a principal down-set. Following [42], we
denote the collection of down-sets by O(P).

For p, q € P the interval from p to ¢, denoted [p, q], is the set {r e P : p < r < ¢}.
A subset I < P is convex if whenever p, ¢ € I then [p, ¢] < I. Every convex set is of
the form o \ § with «, 8 € O(P). We denote the collection of convex sets by Co(P).
Every convex set of P can be obtained as intersection of a down-set and an up-set.
Under a poset morphism the preimage of a convex set is a convex set, cf. [59].

If P is a pre-order, then the equivalence classes are ordered as [p] < [¢] if and
only if p < ¢. The poset of equivalence class P/.. is called an ordered tessellation for
P. The latter is also referred to as an ordered partition of P

B.2. Lattices

Some texts introduce lattices as a particular type of poset. Instead, we be-
gin with the definition of lattice as an algebraic structure. For a discussion of the
relationship of these two definitions the reader may consult [15, Chapter 2], in
particular [15, Theorem 2.9].
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DEFINITION B.1. A lattice is a set L with the binary operations v, A: L xL — L
satisfying the following four axioms:

(i) a Aa=ava=aforall a €L (idempotence);
(i) anb=bAraanda v b=>bvaforall a,be L (commutativity);
(i) an(dnrc)=(anb)rcandav (bve) = (avb)veforala,bcel
(associativity);
(iv) an(avd)=av (aAb)=aforalla,be L (absorption law).
A lattice L has an associated poset structure given by a < bif a = a A b or, equiva-
lently, if b = a v b. A lattice L is distributive if it satisfies the additional axiom:
v)yanbve=(anb)viancyandav (bac)=(avb) A (avc)forall
a, b, c € L (distributivity);
Alattice L is bounded if there exist neutral elements 0 and 1 that satisfy the following
property:
(vi) 0ha=0,0va=a,1ra=a,1va=1forallael.

A complemented lattice, also called a Boolean algebra, is a bounded lattice (with
least element 0 and greatest element 1), in which every element a has a comple-
ment, i.e. an element b such thata vb=1anda A b= 0.

A lattice homomorphism f: L — Misamap such thatifa,b € L then f(aab) =
fla)a f(b)and f(avbd) = f(a) v f(b). If L and M are bounded lattices then we also
require that f(0) = 0 and f(1) = 1. In particular, we are interested in finite lattices.
Every finite lattice is bounded. A subset K c L is a sublattice of L if a, b € K implies
thata v b e Kand a A b € K. For sublattices of bounded lattices we impose the extra
condition that 0, 1 € K. The category of finite distributive lattices, denoted FDLat, is
the category whose objects are finite distributive lattices and whose morphisms
are lattice homomorphisms.

An element a € L is join-irreducible if it has a unique immediate predecessor;
given a join-irreducible a we denote its unique predecessor by a*. The set of join-
irreducible elements of L is denoted by J(L). The join-irreducible elements form a
poset (J(L), <), where the order < is the restriction of the partial order of L.

B.3. Birkhoff duality

Given a finite distributive lattice L, J(L) is a poset with respect to set-inclusion.
Conversely, given a finite poset (P, <) the set of downsets O(P) is a bounded dis-
tributive lattice under A = nand v = u. The following theorem often goes under
the moniker ‘Birkhoff’s Representation Theorem” and the duality will be referred
to as Birkhoff duality.

THEOREM B.2 (cf. [59], Theorem 10.4 and [40]). The applications L = J(L) and
P = O(P) are contravariant functors from FDLat to FPoset and from FPoset to FDLat
respectively. A lattice homomorphism h: K — L is dual to an order-preserving map
J(h): J(L) — J(K) and an order-preserving map v: P — Q is dual to a lattice homo-
morphism O(v): O(Q) — O(P) given by the formulas This may be represent this via the
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following diagram:
K J(K) P O(P)
h :J> J(h) v :O> /l\O(V)
L J(L) Q 0(Q)
J(h)(a) = minh™* (Ta), where a € J(L),
o) (a) = v~ (a), where o € O(Q),

respectively. Furthermore,
L=O(J(L)) and P =J(O(P)).

The pair of contravariant functors O and J called the Birkhoff transforms. Given
v: P — Q we say that O(v) is the Birkhoff dual to v. Similarly, for h: K — L we say
that J(h) is the Birkhoff dual to h. A lattice homomorphism £ is injective if and only
if J(h) is surjective, and h is surjective if and only if J(h) is an order-embedding.

REMARKB.3. IfL = O(P) and K = O(Q) then the homomorphism J(h): P — Q
is given by the formula J(h)(p) = min{g € Q| p € h(]q)}, cf. [15, Thm. 5.19].






APPENDIX C

Grading, filtering and differential modules

In this appendix we explain gradings and filterings in the context order the-
ory applied to sets and modules In this setting we discuss the duality between
gradings and filterings in the spirits of Birkhoff’s representation theorem.

C.1. P-gradings and O(P)-filterings

We start with the definitions of grading and filtering on a set X which carry
over to the setting of modules in Appendix C.2.

DEFINITION C.1. An ordered tessellation, or ordered partition of a set X is a poset
(T, <) consisting of non-empty subsets T' < X, such that
(i) TnT = @foralldistinct T, 7" € T;
(i) Urer T = X.
One can also consider more general binary relations on tessellations such as pre-
orders.

Given the set of down-sets O(T) in (T, <) we define the lattice:
N(T) := {NcX|N: Ur. an(T)},
Tea

which is a finite sublattice of Set(X') with binary operations n and u.
DEFINITION C.2. A finite sublattice N < Set(X) is called a filtering' on X.

The sublattice N(T) is a filtering on X, constructed from T. If we start with a
filtering N < Set(X) we construct an ordered tessellation from N as follows. For
N € J(N) define T := N ~ N*, where N* is the unique immediate predecessor
of N in the lattice N. From [44] it follows that for distinct N, N’ € J(N), then (i)
T, 7" # @, (i) T nT" = @, and (iii) Uyeyy N ~ N* = X. We order the tiles T
as: T < T’ if and only if N = N’. This makes (T(N),<) = (J(N),<) an ordered
tessellation of X. By Birkhoff duality we conclude:

N(T(N)) =N and T(N(T)) =T.
Filterings regarded as finite sublattices of subsets in X provide an algebraic point

of view for the construction ordered tessellations of X. An O(P)-filtering on X is a

TWe use term filtering for an arbitrary sublattice of subsets in Set(X') as opposed to filtration which
is commonly used for a linearly ordered sublattice.
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lattice homomorphism

flt: O(P) — Set(X),
and the pair (X, flt) is called an O(P)-filtered set. The image N < Set(X) of fit is
a filtering on X. Common notation for an O(P)-filtering is: o — F,X. Given
an O(P)-filtering fit: O(P) — Set(X), with image N, then Birkhoff duality as de-
scribed above yields the order-embedding ¢: T(N) < P of the induced ordered
tessellation:

(C.1) T min{p eP|Tc FLpX}~

The latter defines a discretization map (not necessarily surjective, nor continuous)
grd: X — (P, <) via:

grd(z) :=p, xe. (p).
The discretization map grd is called a P-grading on X and the subsets G, X =
grd™'p yield a decomposition
(C.2) X = U GpX,

peP

which we refer to as a P-graded decomposition of X. The set G, X is also called
the subsets of homogeneous elements of degree p. The non-empty sets G, X form a
ordered tessellation of X. In this construction the P-grading grd is induced by
the filtering fit. In general any discretization map grd: X — P yields a P-graded
decomposition of X. Given a P-grading grd: X — P, Birkhoff duality implies a
lattice homomorphism grd™*: O(P) — O(T). The formula

(C.3) fit: O(P) = N(T), am— FuX :i=| {T | T e grd ' ()},

yields an O(P)-filtering on X, which establishes teh duality between P-gradings
and O(P)-filterings of X.

C.2. P-graded and O(P)-filtered modules

In the spirit of gradings and filterings of a set X we can do the same for R-
modules. Let C be an R-module, or module for short, over a ring R. The sub-
module of C' are denoted by Sub C with binary operations n and + (span). An
O(P)-filtering on C' is a lattice homomorphism

fit: O(P) — SubC,

and the pair (C,flt) is called an O(P)-filtered module. Common notation for an
O(P)-filtering is o — F,,C. For an O(P)-filtering O(P) — Sub C define the external
direct sum

(C.4) GrC= P
ael(O(P))
where we use the fact that F,C/FgC =~ F,.C/FgC forall a \ f = o/ \ . The

module Gr C is the associated graded module, cf. [36] and [58]. In general Gr C'is not
isomorphic to C. If the subquotients G\,C are free, then C'is a free module and

F.C _ . F,C
ForC ~ S FpeC7
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GrC = C. This always holds if C' is K-vector space. The decomposition in (C.4) is
called a P-graded decomposition (of Gr C). The subquotients G,C := F,,C/F,«C are
called factors and since flt is not necessarily injective some factors Fi,C'/F,«C may
be trivial, i.e. the zero module. In general a decomposition

F,C

(C.5) C=@G,C, G,C= TR

peP

is called a P-graded decomposition of C. The element in G,C are called homo-
geneous elements of degree p. As before GG,C' may be trivial for some p. Factors
are also well-defined for any convex set 5 \ « and are denoted by Gg. C :=
F,C/FgC.

A P-graded module C = ,.p G,,C yields an O(P)-filtered module in a canon-
ical way:
(C.6) fit: O(P) - SubC, aw— F,V:=@G,C,

PEQ

which is denoted by (C,flt). If C is a P-graded module then Gr C is defined as
before via the induces O(P)-filtered module and

GrC =C,

which establishes one of the dualities for arbitrary modules.

C.3. Differential modules

The concept of P-grading can be applied to chain complexes and differen-
tial modules/vector spaces. A differential module is a pair (C,d) where C is an
R-module and d: C' — C'is an endomorphism satisfying d = 0. If C' is a vector
space, then we refer to (C, d) as a differential vector space. We refer to the elements in
C as chains. The chains in C for which d vanishes are called cycles and are denoted
by Z(C,d) < C. Chains in the range of d are called boundaries and are denoted
by B(C,d) < Z. The homology of (C,d) is define as H(C,d) := Z(C)/B(C). A
homomorphism h: C — C’ of R-modules is a D-homomorphism if d'h = hd.

DEFINITION C.3. A P-graded differential module* (C,d) is given by an P-graded
module C = @, ., G,C such that

pea

(C.7) dF,C < F,C, VYaeO(P),

which is equivalent to saying that d is O(P)-filtered. A P-graded differential mod-
ule C'is strict if d|g,c = 0 for all p € P. More generally an O(P)-filtered differential
module (C, d) is given by a O(P)-filtered module C equipped with an O(P)-filtered
differential, i.e. d satisfies (C.7).

2A chain complex (C, d) is an N-graded, or Z-graded differential module with the differential d
a degree —1 map, i.e. dF|,C Fi(p—1)C. In the literature P-graded differential modules are also
simply called differential graded modules.
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The differential d on a P-graded module may be regarded as upper-triangular
with entries d(p, ¢): G,C — G,C due (C.7). The latter implies

d(p,q) #0, = p<q.

Asbefore a P-graded differential module also yields an O(P)-filtering on (C, d)
making the latter an O(P)-filtered differential module. The converse is not true in
general. For example is we use field coefficients then an O(P)-filtered differen-
tial module is isomorphic to a P-graded differential module as described in the
previous section.

An O(P)-filtered D-homomorphism between P-graded differential modules is a
D-homomorphism h: (C,d) — (C’,d’), such that h: C — C’ is an O(P)-filtered
homomorphism, i.e. h(F,C) < F,C for all o € O(P).

REMARK C.4. In our treatment of graded and filtered differential modules
we assume that the differential is filtered as well as the homomorphisms. This
allows more flexibility. For example for a (co)chain complex the differential is
homogeneous of degree +1. This implies that the differential is also filtered. The
converse is not true.
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